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・21cm line is a powerful tool to study the Epoch of Reionization and the Cosmic Dawn. 

・Topic of this talk is the observation of the 21cm line using the radio interferometer.

21cm line as a probe of high-z 
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Figure 1. The 21-centimeter cosmic hydrogen signal. (a) Time evolution of
fluctuations in the 21-cm brightness from just before the first stars formed through
to the end of the reionization epoch. This evolution is pieced together from
redshift slices through a simulated cosmic volume [1]. Coloration indicates the
strength of the 21-cm brightness as it evolves through two absorption phases
(purple and blue), separated by a period (black) where the excitation temperature
of the 21-cm hydrogen transition decouples from the temperature of the hydrogen
gas, before it transitions to emission (red) and finally disappears (black) owing to
the ionization of the hydrogen gas. (b) Expected evolution of the sky-averaged
21-cm brightness from the “dark ages” at redshift 200 to the end of reionization,
sometime before redshift 6 (solid curve indicates the signal; dashed curve indicates
Tb = 0). The frequency structure within this redshift range is driven by several
physical processes, including the formation of the first galaxies and the heating
and ionization of the hydrogen gas. There is considerable uncertainty in the exact
form of this signal, arising from the unknown properties of the first galaxies.

by a logarithmic slope or “tilt” nS = 0.95, and the variance of matter fluctuations
today smoothed on a scale of 8h�1 Mpc is �8 = 0.8. The values quoted are indicative
of those found by the latest measurements [2].

The layout of this review is as follows. We first discuss the basic atomic physics
of the 21 cm line in §2. In §3, we turn to the evolution of the sky averaged 21 cm
signal and the feasibility of observing it. In §4 we describe three-dimensional 21 cm
fluctuations, including predictions from analytical and numerical calculations. After
reionization, most of the 21 cm signal originates from cold gas in galaxies (which
is self-shielded from the background of ionizing radiation). In §5 we describe the
prospects for intensity mapping of this signal as well as using the same technique
to map the cumulative emission of other atomic and molecular lines from galaxies
without resolving the galaxies individually. The 21 cm forest that is expected against
radio bright sources is described in §6. Finally, we conclude with an outlook for the
future in §7.

We direct interested readers to a number of other worthy reviews on the subject.
Ref. [3] provides a comprehensive overview of the entire field, and Ref. [4] takes a
more observationally orientated approach focussing on the near term observations of
reionization.

Global signal is averaged spectrum in wide field of view. 
Instruments should detect the 21cm emission and absorption in the spectrum.



Radio instruments for GS
One of instruments which measures the global signal.
EDGES
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Figure 2. Three reference projections of the 140 MHz EDGES antenna
beam FWHM onto the low foreground sky seen from the EDGES latitude
of -26.72� (dashed yellow line). In this paper, we use observations over the
continuous LST range 0.26 - 6.26 hr. The three beam snapshots correspond
to pointings at LST = 0.26 hr (solid white), 3.26 hr (dashed white), and 6.26
hr (dotted white).

antenna and ground losses.

2.1.4. Beam Chromaticity

Beam chromaticity describes spectral variations of the an-
tenna beam that introduce structure to the sky tempera-
ture spectrum (Vedantham et al. 2014; Bernardi et al. 2015;
Mozdzen et al. 2016). The calibrated sky temperature spec-
trum, Tsky, is obtained by removing the effect of beam chro-
maticity from the lossless antenna temperature, Tant. We
model this effect through a multiplicative chromaticity factor
C that relates the two temperatures as

Tant(LST,⌫) = C(LST,⌫) ·Tsky(LST,⌫). (3)

The chromaticity factor is computed as

C(LST,⌫) =
R

B̂(⌫,⌦)T̂sky(LST,⌫,⌦)d⌦
R

B̂(⌫n,⌦)T̂sky(LST,⌫,⌦)d⌦
, (4)

where ⌦ represents spatial coordinates above the horizon, B̂

represents our beam model, and T̂sky is a model for the diffuse
sky visible from the MRO (different from our calibrated sky
temperature spectrum, Tsky).

The numerator in Equation (4) corresponds to the convo-
lution of the frequency-dependent beam and sky, while the
denominator represents a convolution where the beam is eval-
uated at a specific frequency ⌫n. Thus, by design, the denom-
inator normalizes C to one at ⌫ = ⌫n. At other frequencies,
C departs from one due to a beam pattern that changes with
frequency. The normalization frequency is chosen as the mid-
dle of the band, i.e., 140 MHz. The chromaticity factor only
removes the corruption introduced by a frequency-dependent
beam. It does not intend to force a match between the cal-
ibrated sky spectrum, Tsky, and the spectrum predicted from
the sky model.

We obtain our beam model from electromagnetic simula-
tions with FEKO, which are also used to estimate some of
the loss terms (Section 2.1.3). Our sky model consists of
the 408 MHz Haslam map (Haslam et al. 1982) scaled to the
range 90 - 190 MHz using a spatially dependent spectral in-
dex computed using the Haslam map and the Guzmán map at
45 MHz (Guzmán et al. 2011). In Mozdzen et al. (2017) we
found that this simple model produces the closest match to

Figure 3. Residuals of integrated spectra after five-term polynomial fits.
As described in Section 3.1, in our analysis we use nighttime observations
conducted between September 7 and October 26, 2015, over the LST range
0.26 - 6.26 hr. Each row represents the residuals of the integrated spectrum
for a different night. The rms of each residual spectrum is listed to the right
and calculated with a frequency binning of 390.6 kHz and weighted by the
number of samples per bin. The residual rms for each night varies between
43 and 96 mK.

our observed diffuse foreground spectra. The sky model does
not include the global 21 cm signal, which has an insignificant
effect on the chromaticity correction.

Figure 2 shows the FWHM of the beam model projected
onto the sky model at 140 MHz.

3. DATA ANALYSIS
In this section we describe the data and our strategy for

probing the 21 cm models.

3.1. Calibrated Spectrum

The data used in this analysis correspond to 40 nighttime
observations, with the Sun at least 10� below the horizon,
covering the LST range 0.26 - 6.26 hr. On the first day in
our set, September 7, the coverage is only 0.26-4.5 hr, which
increases gradually and reaches 0.26 - 6.26 hr on October 14.
Since then, it remains constant until our last day, October 26.

We start the analysis by evaluating the structure and sta-
bility of the daily average spectra. For each daily data set,
we (1) calibrate all 39-second spectra, (2) average the spec-
tra over LST 0.26 - 6.26 hr, and (3) bin the average spectrum

Field of view
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Figure 4. (a) Total spectrum, integrated over LST 0.26 - 6.26 hr. (b) Residu-
als of the integrated spectrum to a five-term polynomial fit. The weighted rms
is 17 mK. The rms of thermal noise alone above 108 MHz is 6 mK. Much of
the observed ripple structure is non-thermal. (c) Normalized weights for each
390.6 kHz spectral channel bin in the full integrated spectrum. The weights
are the fraction of raw samples in each bin compared to the maximum num-
ber of raw samples per bin, of approximately 1.2⇥106. Variations in weight
from channel to channel are due primarily to RFI excision, which is most
pronounced in the FM radio band (below 108 MHz).

into 390.6 kHz channels (64 raw channels of 6.1 kHz width).
In parallel, we excise raw channels contaminated with RFI.
RFI is identified by averaging data on different time scales,
between the shortest (39 s) and the daily (> 4 hr) integrations,
and performed both, before and after spectral binning.

Then, to evaluate the quality and stability of the calibration
we remove the contribution of diffuse foregrounds from each
daily spectrum. Although to first order the foregrounds are
well modeled by a power law (Mozdzen et al. 2017), to reach
the mK level targeted for the 21 cm measurement the model
requires additional terms (Kogut 2012; Voytek et al. 2014;
Bernardi et al. 2015, 2016; Sathyanarayana Rao et al. 2017).
We find that five polynomial terms are necessary to reduce
the fit residuals to our daily noise level over the 90-190 MHz
range. Our polynomial foreground model is:

T̂fg(⌫) =
4X

i=0

ai⌫
-2.5+i. (5)

Figure 3 shows the single-day residuals to the five-term
polynomial fit, as well as their weighted rms over frequency.
In most cases the residuals are dominated by noise. Their rms
fluctuates between 43 mK and 96 mK, with a median of 56
mK. The day-to-day variations are attributed to (1) intrinsic
noise variance, (2) different effective integration time due to

different LST coverages, RFI excision, or bad weather cuts,
and (3) any unaccounted for variations in instrument response
not corrected in the calibration.

Next, we evaluate the structure and stability of the spectrum
for longer integrations. We perform many trials of 20-day
averages (about 50% of total data), selecting days randomly
for each trial. We see that the residual structure to a five-
term polynomial fit is consistent between the trials, with rms
differences < 4 mK.

Finally, we compute the total average spectrum. We aver-
age in time all the daily measurements at raw frequency reso-
lution, and then bin the spectrum at 390.6 kHz. In parallel we
conduct the RFI excision, which is extended to time scales
between several hours and the full set. The largest number
of raw samples per frequency bin in the final spectrum is ap-
proximately 1.2⇥ 106 (with each sample representing 39 s,
6.1 kHz).

Figure 4 (a) shows the total average spectrum, which has
a brightness temperature ⇡ 998 K at 90 MHz and ⇡ 146 K
at 190 MHz. Figure 4 (b) shows the residuals of the av-
erage spectrum to a five-term polynomial fit, and Figure 4
(c) shows the normalized number of samples per bin. The
residuals have a weighted rms of 17 mK over 90 - 190 MHz.
Above 108 MHz, the rms of the thermal noise alone is 6
mK, computed from the channel-to-channel differences. Be-
low 108 MHz, the thermal noise is higher due increased RFI
excision in the FM radio band. The non-thermal systematic
structure can be described as ripples with a period of ⇡ 20
MHz and an amplitude that decreases with frequency. This
pattern resembles the effect of small errors in the reflection
coefficient of the receiver and antenna, as explored in Mon-
salve et al. (2017). Our analysis described below accounts
for systematic uncertainties and is designed to reduce sensi-
tivity to any residual calibration errors in the spectrum by per-
forming parameter estimation trials on the spectrum within
windows of different widths and centers, as well as by using
different numbers of foreground terms. We will further ex-
plore the effects of possible calibration errors on our results
in Section 4.4.

3.2. Model Rejection Approach

Following Bowman & Rogers (2010a), we will report
21 cm models that can be rejected at a given significance. We
start by modeling the sky brightness temperature spectrum as:

Tsky = T̂21 + T̂fg + noise, (6)

where Tsky is the observed spectrum data, T̂21 is one of the 21
cm models, described in Section 4, and T̂fg is the foreground
model of Equation (5).

The fit parameters in this model are the amplitude of the
21 cm model, a21, and the polynomial coefficients of the fore-
ground model, ai. We estimate the vector of linear parameters,
� = [a21,ai], and their covariance matrix, ⌃, using weighted
least squares:

�̂ =
�
A

T
WA

�-1
A

T
WTsky, (7)

⌃̂ = s
2 �

A
T
WA

�-1
. (8)

Here, A is the design matrix, with columns that correspond
to the normalized 21 cm model and the polynomial terms of
the foreground model, and W is a diagonal matrix of relative

 An example of actual data
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =   1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >   z >   15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s− 1 Mpc− 1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =   20, falling to 5.4 K at z =   15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =   2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >   26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be five and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise amplifier; S11, input reflection coefficient; N/A, not applicable.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

・EDGES high band : constraints on reionization models

・EDGES low band : detection a powerful absorption 
Inspired papers : 
Barkana 2018, Fialkov+2018,  
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Figure 6. Constraints on reionization from EDGES High-Band assuming a hot IGM and a tanh-based form for the evolution of the neutral fraction, xHI. The
reference amplitude of the 21 cm model is Tref = 28 mK. Parameters zr and �z indicate the redshift at 50% reionization and the duration of reionization,
respectively. Colored regions represent models that are ruled out. (a) The top panel shows the model rejection significance with the color indicating discrete
multiples of �̂21. (b) The bottom panel shows the corresponding values of �̂21. We reject models over the range 14.4 � zr � 6.6, with a peak 2� rejection of
�z = 1.0 at zr ⇡ 8.5.

& Loeb 2010; Morandi & Barkana 2012; Liu et al. 2013;
Mirocha et al. 2015; Harker et al. 2016),

xHI(z) =
1
2


tanh

✓
z - zr

�z

◆
+ 1

�
. (12)

The parameters in this xHI model are the reference redshift
for 50% reionization, zr, and the reionization duration, �z =
(dxHI/dz)-1|xHI=0.5. A similar tanh model for xHI has been
used by CMB experiments (Lewis 2008; Hinshaw et al. 2013;
Planck Collaboration et al. 2016).

As described in Section 3.2, the only 21 cm fit parameter
in our analysis is the brightness temperature amplitude, a21.
To determine if a model can be rejected, we compare the am-
plitude estimate, â21, with the model reference temperature
shown in Equation (1) of Tref = 28 mK (Madau et al. 1997;
Furlanetto et al. 2006b). We explore the (zr, �z) domain to
constrain reionization by sweeping the values of these param-
eters over the ranges 14.8 � zr � 6.5 and 0 �z  2.

Figure 6 presents the rejection region for the hot IGM reion-
ization models. In the top panel, the colors represent rejec-
tions at different discrete significance levels, between 1� and
9�. For example, rejections in the range [1�,2�[ are pre-
sented as 1�. The bottom panel shows the corresponding am-
plitude uncertainties �̂21. The uncertainties are lower than 18
mK; specifically, for rejections at � 2� they are  14 mK,
and for the peak 9� rejections they are ⇡ 4 mK. In all the
rejections, â21 is consistent with zero to within ±2�̂21 and
the injection test yields amplitude estimates â

in j

21 > 2�̂21. As
evident in the figure, we reject hot IGM reionization models
over the range 14.4 � zr � 6.6. The strongest rejections are
obtained in the central part of the spectrum due to the low
noise and structure. In particular, our best rejection occurs
at a redshift zr ⇡ 8.5 (150 MHz). Here, we reject models
with duration �z  1.0 at � 2� significance. For zr = 8.5 and
�z = 1, the rejection is obtained from an amplitude estimate

â21 = -9.7⇥10-4 ±13 mK, using a 65 MHz data window and
three foreground polynomial terms. For four and five poly-
nomial terms, the uncertainties grow to 49 and 59 mK, re-
spectively, reflecting increased covariance due to overfitting.
We also rule out, at � 2�, models with duration �z  0.8
over the range 9 � zr � 8 (142-158 MHz) and �z  0.4 over
11.7 � zr � 6.7 (112 - 184 MHz). These reionization con-
straints represent a significant improvement with respect to
our previous results of Bowman & Rogers (2010a).

In Figure 7 we present our new results in the context of
existing constraints and estimates for reionization. A series
of observations suggest that reionization has completed by
z ⇡ 6 (Bouwens et al. 2015), including the Gunn-Peterson
trough (Becker et al. 2001; Fan et al. 2006) and the frac-
tion and distribution of ‘dark pixels’ or gaps in the spectra
of high redshift quasars (Gallerani et al. 2006; Mesinger et
al. 2010; McGreer et al. 2015), the Ly↵ damping wing ab-
sorption by neutral hydrogen in the spectra of quasars and
gamma ray bursts (Chornock et al. 2013; Schroeder et al.
2013; Greig et al. 2017b), the decrease in Ly↵ emission by
galaxies at z > 6 (Tilvi et al. 2014; Choudhury et al. 2015),
and the clustering of Ly↵ emitters (Ouchi et al. 2010). In the
figure, we represent this combined constraint as an upper limit
of the form �z < 2(zr - 6). The South Pole Telescope (SPT),
from measurements of the kinetic Sunyaev-Zel’dovich (kSZ)
effect imprinted on the ` ⇡ 3000 angular scales of the CMB
power spectrum, estimated a reionization duration of �z = 1.3
and the upper limit �z < 3 at 68% confidence (George et al.
2015). SPT defined the duration as the difference between the
redshifts for ionized hydrogen fractions 0.2 and 0.99, and as-
sumed the CMB optical depth (⌧e) reported by WMAP (Hin-
shaw et al. 2013). Planck recently estimated a reionization
redshift zr = 8.5+1.0

-1.1 assuming a redshift-symmetric transition
(Planck Collaboration et al. 2016). This is the result shown
in the figure for reference. Other estimates from Planck range

�T Ts cmb (Furlanetto 2006; Furlanetto et al. 2006). We follow
this convention and first model the 21cm brightness temper-
ature for the reionization transition assuming X-ray heating of
the IGM before the beginning of reionization. With this
assumption, Equation (1) yields a simplified brightness
temperature model:

=
+ˆ ( ) ( ) ( )T z a x z

z1
10

. 1121 21 H I

We complete the model by representing the average neutral
hydrogen fraction, xH I, with the popular redshift-symmetric
tanh expression (e.g., Bowman & Rogers 2010a; Pritchard &
Loeb 2010; Morandi & Barkana 2012; Liu et al. 2013; Mirocha
et al. 2015; Harker et al. 2016),
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The parameters in this xH I model are the reference redshift
for 50% reionization, zr, and the reionization duration, D =z

-
=( ) ∣dx dz xH

1
0.5I H I . A similar tanh model for xH I has been

used in CMB experiments (Lewis 2008; Hinshaw et al. 2013;
Planck Collaboration XLVII 2016).

As described in Section 3.2, the only 21 cm fit parameter in
our analysis is the brightness temperature amplitude, a21. To
determine whether a model can be rejected, we compare the
amplitude estimate, â21, with the model reference temperature
shown in Equation (1) of =T 28ref mK (Madau et al. 1997;
Furlanetto et al. 2006). We explore the (zr, Dz) domain to
constrain reionization by sweeping the values of these
parameters over the ranges . .z14.8 6.5r and - -Dz0 2.

Figure 6 presents the rejection region for the hot IGM
reionization models. In the top panel, the colors represent
rejections at different discrete significance levels, between s1
and s9 . For example, rejections in the range s s[ [1 , 2 are
presented as s1 . The bottom panel shows the corresponding

amplitude uncertainties ŝ21. The uncertainties are lower than
18mK; specifically, for rejections at . s2 they are -14 mK,
and for the peak s9 rejections they are »4 mK. In all the
rejections, â21 is consistent with zero to within so ˆ2 21 and the
injection test yields amplitude estimates s>ˆ ˆa 221

inj
21. As evident

in the figure, we reject hot IGM reionization models over the
range . .z14.4 6.6r . The strongest rejections are obtained in
the central part of the spectrum due to the low noise and
structure. In particular, our best rejection occurs at a redshift

»z 8.5r (150MHz). Here, we reject models with duration
-Dz 1.0 at . s2 significance. For zr=8.5 and D =z 1, the

rejection is obtained from an amplitude estimate = - ´â 9.721
o-10 134 mK, using a 65MHz data window and three

foreground polynomial terms. For four and five polynomial
terms, the uncertainties grow to 49 and 59 mK, respectively,
reflecting increased covariance due to overfitting. We also rule
out, at . s2 , models with duration -Dz 0.8 over the range
. .z9 8r (142–158 MHz) and -Dz 0.4 over . .z11.7 r

6.7 (112–184 MHz). These reionization constraints represent a
significant improvement with respect to our previous results
(Bowman & Rogers 2010a).
In Figure 7 we present our new results in the context of

existing constraints and estimates for reionization. A series of
observations suggests that reionization is completed by »z 6
(Bouwens et al. 2015), including the Gunn–Peterson trough
(Becker et al. 2001; Fan et al. 2006) and the fraction and
distribution of “dark pixels” or gaps in the spectra of high
redshift quasars (Gallerani et al. 2006; Mesinger 2010;
McGreer et al. 2015), the Lyα damping wing absorption by
neutral hydrogen in the spectra of quasars and gamma-ray
bursts (Chornock et al. 2013; Schroeder et al. 2013; Greig
et al. 2017), the decrease in Lyα emission by galaxies at
>z 6 (Tilvi et al. 2014; Choudhury et al. 2015), and the

clustering of Lyα emitters (Ouchi et al. 2010). In the figure,
we represent this combined constraint as an upper limit of the
form D < -( )z z2 6r . The South Pole Telescope (SPT), from

Figure 6. Constraints on reionization from EDGES High-band assuming a hot IGM and a tanh-based form for the evolution of the neutral fraction, xH I. The reference
amplitude of the 21cm model is =T 28ref mK. Parameters zr andDz indicate the redshift at 50% reionization and the duration of reionization, respectively. Colored
regions represent models that are ruled out. (a) Model rejection significance with the color indicating discrete multiples of ŝ21. (b) Corresponding values of ŝ21. We
reject models over the range . .z14.4 6.6r , with a peak s2 rejection of D =z 1.0 at »z 8.5r .
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② : fluctuation
・Ideally, 21cm line will be imaged. 
・Statistical analysis is required to increase sensitivity for ongoing telescopes.
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Figure 3
Evolution of
dimensionless 21-cm
power spectrum (PS)
!21≡

√
k3 P (k)/(2π2)

throughout the EoR,
for a model that sets
x̄i = 98% at z = 6.5
with a minimum
circular velocity for
ionizing sources of
V c = 35 km s−1.
The models shown
have x̄i = 10%,
30%, 50%, 70%,
90%, and 98% (from
top to bottom at large
k) and show the
characteristic PS
shoulder from HII

regions moving from
small to large scales
as reionization
progresses.
Reprinted from
Barkana (2009).

function. The characteristic scale (which is much larger than expected for an individual star-
forming galaxy; Wyithe & Loeb 2005) is found to depend primarily on the ionization fraction.

The bubble model is based on one-point statistics and naturally produces the probability
distribution for sizes of HII regions. However, in order to compute the 21-cm PS the bubble
model employs approximate expressions for the spatial correlation of ionizations (Furlanetto,
Zaldarriaga & Hernquist 2004b), which are grafted externally onto the underlying formalism. To
overcome this, Barkana (2007) found a solution for two correlated random walks and calculated
the two-point correlation function (and, hence, PS) directly. As discussed in Barkana (2009), the
analytic and numerical calculations do not agree in detail. However, numerical simulations do not
yet agree among themselves at a comparable level (Iliev et al. 2006).

Modeling of the 21-cm PS (Figure 3) indicates that the 21-cm PS has features that vary non-
monotonically, providing opportunities for a range of parameters to be measured. Owing to the
computational efficiency of the extended bubble model, Barkana (2009) argued that observations
of the evolving 21-cm PS could therefore be used to constrain critical physical parameters in the
reionization process. To achieve this, Barkana (2009) suggested that the analytic model could be
tuned to provide a sufficiently precise description through comparison with numerical simula-
tion (with the caveat that the simulations have converged to a reliable prediction). Under this
assumption, a fast analytic model could play the same role with respect to identifying reionization
parameters from observations of a 21-cm PS that the code CMBFAST does for the CMB. How-
ever, in addition to issues of precision, it should be noted that analytic models for the 21-cm PS do
not yet include all possibilities, either for the ionizing sources or the contributions to the 21-cm
signal, which could lead to additional systematic uncertainty in inferences of source population
from the 21-cm observations. We discuss this point further in Section 2.4 below.

On scales much larger than the bubble size, analytic models have also been used to investi-
gate the probability distribution for 21-cm brightness temperature. Galaxy bias is found to lead to
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Figure 6.1: Equilateral type bispectra as functions of wave number at z = 27 (red), 20
(cyan), 15 (green), 10 (purple). The shaded region associated with each line represents 1-σ
sample variance estimated from 10 realizations.
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trum is timely and well motivated. Some previous works studied the 21 cm bispectrum
[23, 97, 25, 94, 24]. These works, however, mainly focus on the bispectrum as a measure-
ment of primordial non-gaussianity in matter fluctuations. In our study, we instead focus
on non-Gaussianity in 21 cm fluctuations induced by astrophysical effects, whose size is ex-
pected to be larger than that in matter fluctuations. (For other probes of non-Gaussianity
such as Minkowski functionals, see [49, 78, 60].)

6.2 Formulation and set up

6.2.1 Formulation for the 21 cm bispectrum

We have introduced the 21 cm power in eq.(6.1) as follows:

⟨δ21(k)δ21(k
′
)⟩ = (2π)3δ(k+ k

′
)P21(k), (6.1)

where,

δ21(x) ≡ δTb(x)− ⟨δTb⟩. (6.2)

If the statistics of the brightness temperature fluctuations is pure Gaussian, the statistical
information on the brightness temperature should be completely characterized by the power
spectrum, and in the above expression for the brightness temperature given by Eq. (4.40),
if both of the spin temperature and the neutral fraction are completely homogeneous,
the statistics of the brightness temperature fluctuations completely follows that of the
density fluctuations δm. However, in the era of CD and EoR, it is expected that the spin
temperature and the neutral fraction should be spatially inhomogeneous and the statistics of
the spatial fluctuations of those quantities would be highly non-Gaussian due to the various
astrophysical effects. Accordingly, the statistics of the brightness temperature fluctuations
would deviate from the pure Gaussian and it should be important to investigate the non-
Gaussian feature of the brightness temperature fluctuations. Although such a non-Gaussian
feature can be investigated through the skewness of the one-point distribution functions as
done in [118], the scale-dependent feature has been integrated out in the skewness. On the
other hand, the higher order correlation functions in Fourier space such as a bispectrum
and a trispectrum characterize the non-Gaussian features and also have the scale-dependent
information. Here, in order to see the non-Gaussian feature of the brightness temperature
fluctuations δ21, we focus on the bispectrum of δ21 which is given by

⟨δ21(k1)δ21(k2)δ21(k3)⟩ = (2π)3δ(k1 + k2 + k3)B(k1,k2,k3). (6.3)

In order to characterize the shape of the bispectrum in k-space, we use an isosceles ansatz
which is defined as k1 = k2 = k = αk3 (α ≥ 1/2). For examples, in case with α ≫ 1 the
shape of the bispectrum is often called as squeezed type or local type, in case with α = 1 it is
called as equilateral type, and in case with α = 1/2 it is called as folded type. Note that we
relax the configuration condition because we calculate the bispectrum from the grid point.
We regard the length within the range of 10% of side of the triangle we desire as the that
of triangle.
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・Primary purpose : measurement of the 21cm power spectrum.
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SKA low

Radio Interferometers
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HERA

・Japan is the member of the MWA.

http://eor.berkeley.eduHydrogen Epoch of Reionization Array (HERA) 3

Figure 1. Rendering of the 320-element core (left) of the full HERA-350 array and picture of 19 HERA 14-m, zenith-pointing
dishes (with PAPER elements in the background) currently deployed in South Africa (right).

its previous neutral state in a period called the Epoch
of Reionization. This period is shown in Figure 2 as the
rapid transition from separated large reionized “bub-
bles” to the merged reionized state and to structures
that begin to resemble the denizens of our current uni-
verse. The structure of the IGM thus contains a panoply
of information about the underlying astrophysical and
cosmological phenomena governing cosmic evolution.
The evolution of the cosmic structure depends on the

local and average cosmic density, the relative velocities
of baryons and dark matter, and the sizes and cluster-
ing of the first galaxies to form. But it also depends on
the constituents of those first galaxies—so-called Popu-
lation III stars (stars formed very early with little to no
elements heavier than helium), later generation stars,
stellar remnants, X-ray binaries, and early supermas-
sive black holes. Bulk properties like ultraviolet and
X-ray luminosities and spectra also a↵ect the thermal
and ionization states of the IGM. The wealth of un-
explored physics during the Cosmic Dawn, culminating
in the Epoch of Reionization, led the most recent US
National Academies astronomy decadal survey entitled
New Worlds, New Horizons to highlight it as one of the
top three “priority science objectives” for the decade
(National Academy of Science 2010).
Exploring the interplay of galaxies and large-scale

structure during the EOR requires complementary ob-
servational approaches. Measurements of the Cosmic
Microwave Background (CMB; the photons permeating
the universe after becoming transparent to its own ra-
diation by the recombination of the protons and elec-
trons about 400,000 years after the Big Bang) by COBE,
WMAP and Planck provide initial conditions for struc-
ture formation. Thomson scattering of CMB photons
by the ionized particles constrains the integrated col-
umn of ionized gas and kinetic Sunyaev-Zel’dovich mea-
surements constrain the duration of the “patchy” phase
of cosmic structures. But even with these measure-
ments, the detailed evolution of the IGM is only loosely
constrained (Haiman & Holder 2003; Mortonson & Hu
2008; Zahn et al. 2012; Mesinger et al. 2012). Lyman-↵
absorption features in quasar and �-ray burst spectra
give ionization constraints at the tail end of reionization
(z < 7, Fan et al. 2006; McGreer et al. 2015), but these
features saturate at low neutral fractions xHI & 10�4,

Figure 2. Rendering of cosmic evolution from just after the
Big Bang to today (background image credit Loeb/Scientific
American). The labels show the redshift and the frequency
of the red-shifted hydrogen line (rest frequency 1420 MHz) at
di↵erent ages of the Universe. The solid white lines bracket
the HERA EOR band and the dashed ones bracket the ex-
tended frequency goal. CMB observations observe the after-
glow of the Big Bang (far left) and Baryonic Acoustic Oscil-
lation (BAO) surveys proposed target z ⇡ 0.8-2.5. Limited
surveys span back to about z ⇡ 7.

where xHI is the fraction of hydrogen in its neutral state.
Measurements of galaxy populations in deep Hub-

ble Space Telescope observations have pinned down the
bright end of the galaxy luminosity function at z . 8
(Schenker et al. 2013; Bouwens et al. 2015b) and are
pushing deeper (e.g. McLeod et al. 2015), but producing
a consistent ionization history requires broad extrapo-
lations to lower-mass galaxies and ad hoc assumptions
about the escape fraction of ionizing photons and the
faint-end cuto↵ of ionizing galaxies (Robertson et al.
2015; Bouwens et al. 2015a). Similarly, deducing the
ionization state of the IGM from quasar proximity zones
(Carilli et al. 2010; Bolton et al. 2011; Bosman & Becker
2015) and the demographics of Ly-↵ emitting galaxies
(Fontana et al. 2010; Schenker et al. 2012; Treu et al.
2012; Dijkstra et al. 2014) is uncertain and highly model-
dependent. See Figure 3 for these constraints on the
hydrogen neutral fraction as a function of redshift. As
shown, existing probes are limited in their ability to con-
strain reionization, and will be for the foreseeable future.
HERA uses another complementary probe — the 21 cm
“spin-flip” transition of neutral hydrogen — to bring
new capabilities in this area. The next sub-sections out-
line these goals.

Credit : LOFAR/Astron

Debore+2016

Credit : Natasha Hurley-Walker 

Credit : SKAO

・Output : visibility

FIGURE 17: Describing the equatorial coordinate.

A interferometer consists of group of antennae, and for instance, the MWA is composed of

256 tiles. Each antenna measures a signal of sky, ϵ(t) ∝ E0(s, t) exp (2πiDm · s/λ), where Dm

represents the position of antenna m. The fundamental measurement is correlation between the

signal of a pair of antenna, which is,

Cm,n(t− t′) = ⟨(ϵm(t)ϵ∗n(t
′))⟩t ∝ E2

0 exp

(
2π

D · s
λ

)
, (4.1)

where t− t′ = D ·s/λ is instrumental delay, and D = Dm−Dn. Here, we assume that a pair of

antennas separated by a baseline D observe a point source with intensity Iν = E2
0 at direction s.

Here, the fringe function, cos 2πD · s/λ, represents the response of the pair of antenna toward

s. The phase with long baseline varies rapidly at higher frequency which indicates a pair of

antenna with long baseline can explore the small scale information.

In practice, the observed sky contains diffuse emission and a large amount of point sources.

Thus, the Eq. 4.1 contains the emission from the celestial sphere, and then an interferometer

measure “visibility” via the Fourier transform from t− t′ to frequency,

Vm,n(ν) =

∫
Iν(s) exp

[
2πi

(
D · s
λ

)]
dΩ, (4.2)

where Iν is the brightness incident from direction s and Ω is reduced to dΩ = dldm/
√
1− l2 −m2.

The spacial frequency is defined as (u, v, w) = u = D/λ. This relation is so called the van

Cittert-Zernike, and the visibility is Fourier convention of the sky brightness.

Although the integral in the Eq. 4.2 is full sky, an instruments actually can measure the

intensity in the instrumental beam, B(s). The shape of beam depends on the structure of

antenna and frequency, and for example the MWA’s beam mainly consists of a 20 × 20deg2

primary beam and four side lobes at 150MHz. Ideally, the beam response is one at the pointing

center, and the response becomes weaker toward the horizon. The beam gain should be modeled

well, but the shape is affected by instrumental error and needs to be calibrated.
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Sensitivity

Detecting the peaks of the 21 cm signal 3267

Figure 2. Time spent in each uv cell for a 2000 h observation at z = 10 for PAPER, MWA128T, LOFAR, HERA, and SKA (left to right).

as a 14 m filled aperture. Because HERA would be a drift scan
instrument with a narrow field of view, the observation strategy
we adopt is to observe, on each night, nine different ∼10◦ fields
for 45 min each for a total of 6 h per night. We adopt a frequency
resolution of 98 kHz. The configuration is optimized for statistical
detections.

It is illustrative to compare the uv coverage of each array, es-
pecially within the compact core, sourcing the sensitivity for the
cosmological signal. We show in Fig. 2, the time spent in each uv
cell at z = 10 for PAPER, MWA128T, LOFAR, HERA, and SKA,
(left to right), over the course of 2000 h of observing. Similar plots
for each individual array can be found in Beardsley et al. (2013,
MWA), van Haarlem et al. (2013, LOFAR), and Dewdney et al.
(2013, SKA). PAPER and HERA, which are optimized for EoR
measurements show compact uv distributions, while multipurpose
instruments like MWA, LOFAR, and the SKA have broad uv cov-
erage. The MWA has a very wide field of view, resulting in fine
pixelization. LOFAR, HERA, and SKA have relatively narrow pri-
mary beams, translating into a more coarse resolution in the uv
plane.

4 R ESULTS

4.1 Physical insight into the signal

In the top panels of Fig. 3, we plot the evolution of the k = 0.1 Mpc− 1

21 cm power in various models. The black solid curves corresponds
to a ‘fiducial model’, with fX = 1 and Mmin = 108M⊙ (approxi-
mately the atomic cooling threshold at these redshifts).

Note that most models exhibit the familiar three peak structure
(e.g. Pritchard & Furlanetto 2007; Baek et al. 2010; Mesinger et al.
2011). In order of decreasing redshift, these peaks correspond to the
three astrophysical (radiation-driven) epochs of the 21 cm signal:
(i) WF coupling; (ii) X-ray heating; and (iii) reionization.

Extreme models can avoid having a three-peaked structure by
merging the reionization and X-ray heating peaks. In these cases,
the X-ray background is faint enough (fX ! 10− 2; McQuinn &
O’Leary 2012; Christian & Loeb 2013) that it is unable to heat the
IGM prior to the completion of reionization. The resulting contrast
between cold neutral and ionized regions can drive up the reioniza-
tion peak considerably. We show that one such model with the blue
curves in Fig. 3.

Figure 3. Top panels: amplitude of the 21 cm power at k = 0.1 Mpc− 1 in various models. We also plot the (1σ ) sensitivity curves corresponding to a 2000 h
observation with MWA128T, LOFAR, SKA on the left, and MWA256T, PAPER, and the proposed HERA instruments on the right. The recent upper limit
from Parsons et al. (2013) is shown at z = 7.7. Bottom panels: the corresponding average 21 cm brightness temperature offset from the CMB.
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Sensitivity for 21 cm bispectrum from EoR 7

Figure 1. Comparison of equilateral-type bispectrum of 21 cm signal of the fiducial model with sample variance (thin dashed line and shaded area), signal of
a variant model with ζ = 26.5 (thin dot–dashed line) and thermal noise of MWA (thick dashed), LOFAR (thick dotted), HERA (thick dot–dashed) and SKA
(thick solid) at z = 8, 10, 12 and 17, Here xH I is the neutral fraction of the fiducial model at each redshift.

We see the signals are larger than SKA noise for k ! 0.3 Mpc−1 at all redshifts. However, the thermal noise dominates over the signal for
the expanded MWA at almost all scales and redshifts, while the bispectrum may be observable for large scales k ! 0.05 Mpc−1 at z = 10.
LOFAR has better sensitivity and the signal will be observable at scales with k ! 0.1 Mpc−1 at z = 10 and 17. Here it should be noted that the
bispectrum signal has several peaks as a function of redshift and they are at z = 10 and 17. The peak redshifts depend on the specific values
of the model parameters and observation of them will give us information on the process of reionization. Thus, it is expected that LOFAR
is enough sensitive to detect the bispectrum at the peak redshifts for large scales. On the other hand, due to the short baselines of HERA,
equilateral triangle does not exist in the (u, v, η) space of HERA for large k, while it has a sufficient sensitivity for small k.

The isosceles-type bispectrum with K = 0.06 Mpc−1 bispectra are plotted in Fig. 2. The behaviour and relative amplitudes of the signal
and noise are very similar to the case of the equilateral type but SKA is more sensitive at smaller scales.

Finally, we calculate the total signal-to-noise ratio for equilateral and isosceles types, considering a k range from 5.0 × 10−2 to 1.0 Mpc−1

in Figs 1 and 2, respectively. Here the total signal-to-noise ratio is calculated by summing the square of signal-to-noise ratio over k bins and
taking its square root. The result is shown in the Table 2.

5 SU M M A RY A N D D I S C U S S I O N

In this paper, we estimated the bispectrum of thermal noise for redshifted 21-cm signal observation for Epock of Reionization by extending the
formalism of the noise power spectrum estimation given by McQuinn et al. (2006). Because thermal noise was assumed to be Gaussian, the
ensemble average of the bispectrum vanishes and its variance contributes to the noise to the bispectrum signal. We developed a formalism to
calculate the noise bispectrum for an arbitrary triangle, taking the array configuration into account. We applied it to the cases with equilateral
and isosceles triangles and estimated the noise bispectrum for expanded MWA, LOFAR and the SKA. Consequently, it was found that the
SKA has enough sensitivity for k ! 0.3 Mpc−1 for both types of triangles. On the other hand, LOFAR will have sensitivity for the peaks of
the bispectrum as a function of redshift. The expanded MWA has even less sensitivity but it will be possible to put meaningful constraints on
model parameters which induce larger signals than those with the parameters used in this paper.

Not only the thermal noise but signal of bispectrum depend on the configuration of the triangle of three wavenumbers. It is possible that
the signal bispectrum has a large amplitude for a specific configuration of the triangle and observation may become easier in that case. An
investigation of the details of the bispectrum signal and comparison with noise bispectrum will be presented elsewhere (Shimabukuro et al.
in preparation).

Actually, thermal noise is just one of many obstacles for the observation of 21 cm signal. Other serious sources of noise are Galactic and
extragalactic foreground and sample variance, and the foreground emission has not been well understood even for power spectrum. It may
be helpful to consider the ‘EoR window’ for bispectrum as in the case of power spectrum (Pober et al. 2014). It would turn out that small-k
modes should be discarded to avoid foreground and, if this is the case, the total signal-to-noise ratios in Table 2 are overestimation. Further, for
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Figure 1. Comparison of equilateral-type bispectrum of 21 cm signal of the fiducial model with sample variance (thin dashed line and shaded area), signal of
a variant model with ζ = 26.5 (thin dot–dashed line) and thermal noise of MWA (thick dashed), LOFAR (thick dotted), HERA (thick dot–dashed) and SKA
(thick solid) at z = 8, 10, 12 and 17, Here xH I is the neutral fraction of the fiducial model at each redshift.

We see the signals are larger than SKA noise for k ! 0.3 Mpc−1 at all redshifts. However, the thermal noise dominates over the signal for
the expanded MWA at almost all scales and redshifts, while the bispectrum may be observable for large scales k ! 0.05 Mpc−1 at z = 10.
LOFAR has better sensitivity and the signal will be observable at scales with k ! 0.1 Mpc−1 at z = 10 and 17. Here it should be noted that the
bispectrum signal has several peaks as a function of redshift and they are at z = 10 and 17. The peak redshifts depend on the specific values
of the model parameters and observation of them will give us information on the process of reionization. Thus, it is expected that LOFAR
is enough sensitive to detect the bispectrum at the peak redshifts for large scales. On the other hand, due to the short baselines of HERA,
equilateral triangle does not exist in the (u, v, η) space of HERA for large k, while it has a sufficient sensitivity for small k.

The isosceles-type bispectrum with K = 0.06 Mpc−1 bispectra are plotted in Fig. 2. The behaviour and relative amplitudes of the signal
and noise are very similar to the case of the equilateral type but SKA is more sensitive at smaller scales.

Finally, we calculate the total signal-to-noise ratio for equilateral and isosceles types, considering a k range from 5.0 × 10−2 to 1.0 Mpc−1

in Figs 1 and 2, respectively. Here the total signal-to-noise ratio is calculated by summing the square of signal-to-noise ratio over k bins and
taking its square root. The result is shown in the Table 2.

5 SU M M A RY A N D D I S C U S S I O N

In this paper, we estimated the bispectrum of thermal noise for redshifted 21-cm signal observation for Epock of Reionization by extending the
formalism of the noise power spectrum estimation given by McQuinn et al. (2006). Because thermal noise was assumed to be Gaussian, the
ensemble average of the bispectrum vanishes and its variance contributes to the noise to the bispectrum signal. We developed a formalism to
calculate the noise bispectrum for an arbitrary triangle, taking the array configuration into account. We applied it to the cases with equilateral
and isosceles triangles and estimated the noise bispectrum for expanded MWA, LOFAR and the SKA. Consequently, it was found that the
SKA has enough sensitivity for k ! 0.3 Mpc−1 for both types of triangles. On the other hand, LOFAR will have sensitivity for the peaks of
the bispectrum as a function of redshift. The expanded MWA has even less sensitivity but it will be possible to put meaningful constraints on
model parameters which induce larger signals than those with the parameters used in this paper.

Not only the thermal noise but signal of bispectrum depend on the configuration of the triangle of three wavenumbers. It is possible that
the signal bispectrum has a large amplitude for a specific configuration of the triangle and observation may become easier in that case. An
investigation of the details of the bispectrum signal and comparison with noise bispectrum will be presented elsewhere (Shimabukuro et al.
in preparation).

Actually, thermal noise is just one of many obstacles for the observation of 21 cm signal. Other serious sources of noise are Galactic and
extragalactic foreground and sample variance, and the foreground emission has not been well understood even for power spectrum. It may
be helpful to consider the ‘EoR window’ for bispectrum as in the case of power spectrum (Pober et al. 2014). It would turn out that small-k
modes should be discarded to avoid foreground and, if this is the case, the total signal-to-noise ratios in Table 2 are overestimation. Further, for
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・Ongoing telescopes can detect the 21cm signal with 100-1000 hours of observation. 

Credit : SY+2015
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・Ongoing telescopes have reported upper limits on the power spectrum.

・However, the 21cm PS has not detected yet. This is due to some difficulties. 
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Figure 2.: RFI occupancy per subband, calculated over all observation nights except GLEAM 2014-03-17. The latter has been
left out because it is affected by DTV. The horizontal gray line represents the false-positives rate of the RFI detection. The
RFI fractions are consistently higher than the false-positives rate because of transient broad-band RFI.

2014-03-17. The latter is the only night affected by inter-
ference from digital TV (DTV), and will be analysed later in
this section. RFI occupancy is calculated as the percentage of
discrete visibilities that are detected as RFI by the flagger at
the resolution of the correlator output. The FM bands around
100 MHz and the ORBCOMM bands around 138 MHz are
clearly present in the data. Excluding the RFI from DTV, the
EoR high band is slightly cleaner than the EoR low band,
and its worst subband at 188.2 MHz has 1.03% occupancy.
The sub-bands at 145.9 and 149.8 MHz in the EoR low band
have both 2.1% occupancy.

The residual noise levels after flagging can be used to val-
idate whether the flagged data are free of RFI. In Fig. 3, the
residual noise levels are plotted per high-resolution channel
for each of the observations. Observation ‘GLEAM 2014-
03-17’ shows residual DTV interference, both in the fre-
quency range 174–195 MHz (radio frequencies (RF) 6, 7
and 8) and 216–230 MHz (RF 11 and 12), and it is clear that

this RFI has not been adequately flagged. Therefore, DTV
interference has to be detected with another method. Addi-
tionally, some channels in the FM radio band show higher
standard deviations as a result of the smaller amount of avail-
able data after flagging and possibly because of RFI leakage.
Nevertheless, because the effect is small these frequencies
can be calibrated and imaged without a problem. FM-band
RFI is noticeably worse when pointing at the southern hori-
zon, however beyond this we do not have sufficient data to
explore any correlation between pointing direction and RFI.
The subband at 137 MHz that is occupied by ORBCOMM is
hard to calibrate because of the small amount of residual data
per channel, and possibly also because of residual RFI. With
the exception of the ORBCOMM frequencies and DTV af-
fected nights, the RFI detection employed in COTTER is suf-
ficient to allow calibration and imaging without further RFI
mitigation efforts. This has been verified by early imaging
results from the GLEAM survey and the MWA commission-

PASA (2015)
doi:10.1017/pas.2015.xxx
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Figure 2. Four observations with their ionospheric o↵sets overlaid on their corresponding reconstructed TEC scalar fields. The units of
the colour-scale for each plot are TECU (or 1016 m�2). Each ionospheric o↵set is colour-coded according to its direction, and is scaled by
a factor of 60. The reconstructed TECs have had their minimum values subtracted, to remove the arbitrary constant of integration. Note
that ionospheric o↵sets are derived from an observing frequency of 200MHz, and we assume a height of 400 km in order to calculate the
TEC units.

4.2.2 Phase variance of a temporal ensemble

If the conditions of the ionosphere vary spatially, particularly
over the large field-of-view probed instantaneously by the
MWA, then a spatial ensemble average may over-estimate
the phase variance, thereby under-estimating the di↵ractive
scale. If we follow the methods of Mevius et al. (2016) to
track a single, bright calibrator temporally, then we probe
a more contained region of the ionosphere. Fig. 5 displays
the reconstructed phase variance estimates for Type 1 and 4
ionospheres. The corresponding estimated scales are rdi� >
10 km and rdi� > 3.1 km for types 1 and 4, respectively. The
anisotropy is evident in the Type 4 data, where baseline

vectors perpendicular to the principal component yield very
small variance estimates.

By construction, this analysis with MWA baselines
utilises a power-law index of 2. However, pure Kolmogorov
turbulence has an index of 5

/3, and Mevius et al. (2016) mea-
sure an average index of 1.89. To determine the di↵ractive
scales with a slope that is purely turbulent for these data,
we can use the phase variance at the average baseline length
of the MWA (2.2 km) and extrapolate using a slope of 5

/3.
This places the upper limits of rdi� to be 32 and 27 km for
Type 1 and 4 data, respectively.

When the source o↵sets are highly anisotropic, the
di↵ractive scale does not have a physical definition that can
be associated with a turbulent scale size, and the two meth-

MNRAS 000, 1–14 (2017)

Measuring in situ MWA beams 9

Figure 5. (i): the zenith pointing FEE model for the XX polarisation with all 16 dipoles; (ii): the measured primary beam for tile S24; (iii):
the zenith pointing FEE model for the XX polarisation with a central dipole missing; (iv): the measured primary beam for tile S21. All maps

are normalised to zenith, and plotted with the same colour scale range for direct comparison.

direction. The model and data still agree well in the
central lobe (with exception of S22 which shows a gra-
dient away from zero), but disagree out in the side-
lobes. For each comparison, we have also plotted the
di↵erence in dB between the measured map and the
FEE model. Plotted with the di↵erences are shaded
grey areas. These are the probable biases introduced
by ref0, estimated using the fitted deviations away from
the WEST reference antenna model, �ref0.

5 Discussion and next steps

The first step in furthering this experiment would be to
move the reference antennas, replace the ground mesh
and make sure the layout of the reference antennas are
identical. The next obvious step is to also test the YY
polarisation: this would allow us to compare to polarisa-
tion leakage tests. Increasing the number of tiles under
test would allow an instrument-wide characterisation of
the tile-to-tile variation.

The method we have developed is simple to imple-
ment, but as noted in Figure 1, we currently split the
RF signal to measure it, which results in a 3 dB drop
in signal through to the correlator. Further work is re-
quired to assess the impact this has on the noise floor
of the instrument and in turn on the scientific outcomes
of a↵ected programs. If the scientific impact is accept-
able, we plan to collect ORBCOMM data during nor-
mal operations. Over the course of an observing season,
a greater number of pointings can be explored. Leakage
seen from calibrated visibilities can then be compared to
that inferred from the beam measurements, as a func-
tion of pointing direction. We could also measure the
stability of the beam shapes over time. Not only could
this help improve beam models, but it could potentially
inform calibration pipelines.
During the analysis of the data, we found that our

original reference beam models did not match our mea-
sured reference beam shapes. We observed that the
exact component sizes, layout, and surrounding envi-
ronment all contributed to changing the in situ beam

PASA (2018)
doi:10.1017/pas.2018.xxx

・Galactic foreground 
・Extragalactic foreground 
・Earth ionosphere 
・RFI 
・instruments 

-Beam  
-Calibration

Credit : ICRAR/Curtin

Line+2018Offringa+2015Jordan+2017

Data credit : Remazeilles+2015



Foregrounds

Jelic et al 2008

・Foregrounds are 2~4 orders of magnitudes brighter than the expected 21cm line. 
・Spectrally smooth emission.



Galactic emission
・Synchrotron emission 
・Large scale fluctuation 
・Modeling the emission using Haslam map

Reanalyzed Haslam map (Remazeilles+2015). 
Original data is observed during 1965-1978.



Extra galactic emission
・ In order to remove point like sources, a massive radio catalogue is required.

・Need to remove complicated shape.   
・Left panel : Fornax A  ( MWA PhaseII ) 
・Modeling is ongoing. (gaussian, shapelet)

・GLEAM survey by the MWA. 
Catalogue contains 307,455 point sources. 
(Hurley-Walker+2016) 

Credit : ICRAR/Curtin

Credit : Curtin University
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Figure 2. Four observations with their ionospheric o↵sets overlaid on their corresponding reconstructed TEC scalar fields. The units of
the colour-scale for each plot are TECU (or 1016 m�2). Each ionospheric o↵set is colour-coded according to its direction, and is scaled by
a factor of 60. The reconstructed TECs have had their minimum values subtracted, to remove the arbitrary constant of integration. Note
that ionospheric o↵sets are derived from an observing frequency of 200MHz, and we assume a height of 400 km in order to calculate the
TEC units.

4.2.2 Phase variance of a temporal ensemble

If the conditions of the ionosphere vary spatially, particularly
over the large field-of-view probed instantaneously by the
MWA, then a spatial ensemble average may over-estimate
the phase variance, thereby under-estimating the di↵ractive
scale. If we follow the methods of Mevius et al. (2016) to
track a single, bright calibrator temporally, then we probe
a more contained region of the ionosphere. Fig. 5 displays
the reconstructed phase variance estimates for Type 1 and 4
ionospheres. The corresponding estimated scales are rdi� >
10 km and rdi� > 3.1 km for types 1 and 4, respectively. The
anisotropy is evident in the Type 4 data, where baseline

vectors perpendicular to the principal component yield very
small variance estimates.

By construction, this analysis with MWA baselines
utilises a power-law index of 2. However, pure Kolmogorov
turbulence has an index of 5

/3, and Mevius et al. (2016) mea-
sure an average index of 1.89. To determine the di↵ractive
scales with a slope that is purely turbulent for these data,
we can use the phase variance at the average baseline length
of the MWA (2.2 km) and extrapolate using a slope of 5

/3.
This places the upper limits of rdi� to be 32 and 27 km for
Type 1 and 4 data, respectively.

When the source o↵sets are highly anisotropic, the
di↵ractive scale does not have a physical definition that can
be associated with a turbulent scale size, and the two meth-
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・Earth Ionosphere (100-1000km) refracts astronomical signal.  
・Position of point sources shifts slightly (0.2 arcmin).

・Need an accurate catalogue for correction.  
・Choose quiet ionosphere data. 
・Ionosphere contaminates at small scale(k~10 Mpc-1), and the effects on the 21cm signal is ignored.

Jordan+2017
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Figure 1. A cartoon illustration of the effects of phase distortions induced by the ionosphere. In
the case of a smooth ionosphere (a), there is no change in the differential phase. In the linearly
varying case (b), a simple angular shift results. Higher order spatial variations (c) cause shape dis-
tortion. For sufficiently small irregularities (d) a non-linear diffractive regime is reached, resulting
in scintillation.

arise from focusing and defocusing of the incoming
rays, becoming extreme (modulation indices of or-
der unity) in the diffraction-dominated limit [Meyer-
Vernet , 1980; Booker and Majidiahi , 1981; Spoelstra,
1985]. These effects are illustrated in the cartoon in
Figure 1. Note that a perfectly uniform TEC screen
cannot be detected by an interferometer, since it is
only the phase difference and not the absolute phase
that is measured on a baseline (it is in principle pos-
sible to measure the absolute TEC through Faraday
rotation, but the precision of this is lower).

To perform the phase measurements the telescope
must have a source of back-illuminating radio waves.
These can be naturally occurring, e.g. solar ac-

tive regions [Bougeret , 1981; Mercier , 1986] or cos-
mic radio sources [Hamaker , 1978; Jacobson and Er-
ickson, 1993; Spoelstra, 1997; Helmboldt , 2014; Loi
et al., 2015b], or of man-made origin such as satellite
beacons [van Velthoven, 1990; Jacobson et al., 1996;
Hoogeveen and Jacobson, 1997b]. Celestial sources of
radio emission, though faint in comparison to solar
or man-made sources, are stable in output and de-
tectable at a rate of about one per square degree on
the sky, for a confusion-limited interferometer with
2 arcmin angular resolution operating in the VHF
band. The exploitation of their abundance to con-
struct spatially detailed, regional-scale TEC gradient
maps has been made possible by the recent devel-

Loi+2016
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Figure 2.: RFI occupancy per subband, calculated over all observation nights except GLEAM 2014-03-17. The latter has been
left out because it is affected by DTV. The horizontal gray line represents the false-positives rate of the RFI detection. The
RFI fractions are consistently higher than the false-positives rate because of transient broad-band RFI.

2014-03-17. The latter is the only night affected by inter-
ference from digital TV (DTV), and will be analysed later in
this section. RFI occupancy is calculated as the percentage of
discrete visibilities that are detected as RFI by the flagger at
the resolution of the correlator output. The FM bands around
100 MHz and the ORBCOMM bands around 138 MHz are
clearly present in the data. Excluding the RFI from DTV, the
EoR high band is slightly cleaner than the EoR low band,
and its worst subband at 188.2 MHz has 1.03% occupancy.
The sub-bands at 145.9 and 149.8 MHz in the EoR low band
have both 2.1% occupancy.

The residual noise levels after flagging can be used to val-
idate whether the flagged data are free of RFI. In Fig. 3, the
residual noise levels are plotted per high-resolution channel
for each of the observations. Observation ‘GLEAM 2014-
03-17’ shows residual DTV interference, both in the fre-
quency range 174–195 MHz (radio frequencies (RF) 6, 7
and 8) and 216–230 MHz (RF 11 and 12), and it is clear that

this RFI has not been adequately flagged. Therefore, DTV
interference has to be detected with another method. Addi-
tionally, some channels in the FM radio band show higher
standard deviations as a result of the smaller amount of avail-
able data after flagging and possibly because of RFI leakage.
Nevertheless, because the effect is small these frequencies
can be calibrated and imaged without a problem. FM-band
RFI is noticeably worse when pointing at the southern hori-
zon, however beyond this we do not have sufficient data to
explore any correlation between pointing direction and RFI.
The subband at 137 MHz that is occupied by ORBCOMM is
hard to calibrate because of the small amount of residual data
per channel, and possibly also because of residual RFI. With
the exception of the ORBCOMM frequencies and DTV af-
fected nights, the RFI detection employed in COTTER is suf-
ficient to allow calibration and imaging without further RFI
mitigation efforts. This has been verified by early imaging
results from the GLEAM survey and the MWA commission-

PASA (2015)
doi:10.1017/pas.2015.xxx

・Removal radio frequency interference (e.g. FM radio).  
・MRO is RFI quiet, but RFI contaminates a few % of the data. 
・AOFRAGGER is a RFI removal software.

Offringa+2015

10 A. R. Offringa et al.

(a) RFI contamination found in the 2 m amateur band (146 MHz).

(b) Short RFI burst of 2 s centred on 150.17 MHz. Detection of this kind of RFI requires flagging at high time and frequency resolution.

Figure 6.: RFI events found in the EoR low band (138.9–169.6 MHz) in a 2-min snapshot with relatively high RFI contami-
nation. These panels show the Stokes I amplitudes. In the right figures, the result of RFI detection is shown with purple. The
horizontal flagged lines are flagged because they are 1.28-MHz subband edge or centre channels, which are unusable because
of aliasing of the poly-phase filter bank and DC offsets, respectively.
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Figure 7.: DTV RFI briefly visible in an EoR high-band observation. The plots show the Stokes I amplitudes for a single
correlation. The right plot shows the result of RFI detection and invalid channels marked in purple.
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(a) RFI contamination found in the 2 m amateur band (146 MHz).
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(b) Short RFI burst of 2 s centred on 150.17 MHz. Detection of this kind of RFI requires flagging at high time and frequency resolution.

Figure 6.: RFI events found in the EoR low band (138.9–169.6 MHz) in a 2-min snapshot with relatively high RFI contami-
nation. These panels show the Stokes I amplitudes. In the right figures, the result of RFI detection is shown with purple. The
horizontal flagged lines are flagged because they are 1.28-MHz subband edge or centre channels, which are unusable because
of aliasing of the poly-phase filter bank and DC offsets, respectively.

Figure 7.: DTV RFI briefly visible in an EoR high-band observation. The plots show the Stokes I amplitudes for a single
correlation. The right plot shows the result of RFI detection and invalid channels marked in purple.
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Figure 5. (i): the zenith pointing FEE model for the XX polarisation with all 16 dipoles; (ii): the measured primary beam for tile S24; (iii):
the zenith pointing FEE model for the XX polarisation with a central dipole missing; (iv): the measured primary beam for tile S21. All maps

are normalised to zenith, and plotted with the same colour scale range for direct comparison.

direction. The model and data still agree well in the
central lobe (with exception of S22 which shows a gra-
dient away from zero), but disagree out in the side-
lobes. For each comparison, we have also plotted the
di↵erence in dB between the measured map and the
FEE model. Plotted with the di↵erences are shaded
grey areas. These are the probable biases introduced
by ref0, estimated using the fitted deviations away from
the WEST reference antenna model, �ref0.

5 Discussion and next steps

The first step in furthering this experiment would be to
move the reference antennas, replace the ground mesh
and make sure the layout of the reference antennas are
identical. The next obvious step is to also test the YY
polarisation: this would allow us to compare to polarisa-
tion leakage tests. Increasing the number of tiles under
test would allow an instrument-wide characterisation of
the tile-to-tile variation.

The method we have developed is simple to imple-
ment, but as noted in Figure 1, we currently split the
RF signal to measure it, which results in a 3 dB drop
in signal through to the correlator. Further work is re-
quired to assess the impact this has on the noise floor
of the instrument and in turn on the scientific outcomes
of a↵ected programs. If the scientific impact is accept-
able, we plan to collect ORBCOMM data during nor-
mal operations. Over the course of an observing season,
a greater number of pointings can be explored. Leakage
seen from calibrated visibilities can then be compared to
that inferred from the beam measurements, as a func-
tion of pointing direction. We could also measure the
stability of the beam shapes over time. Not only could
this help improve beam models, but it could potentially
inform calibration pipelines.
During the analysis of the data, we found that our

original reference beam models did not match our mea-
sured reference beam shapes. We observed that the
exact component sizes, layout, and surrounding envi-
ronment all contributed to changing the in situ beam

PASA (2018)
doi:10.1017/pas.2018.xxx

・Error on beam model provides the foreground residual.

e.g. : MWA 

Model Measured beam

e.g. : SKA low

・Need an accurate model for both the primary beam and side lobes. 
・Random dipole position may mitigate the side lobe contamination.
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polarisation: this would allow us to compare to polarisa-
tion leakage tests. Increasing the number of tiles under
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quired to assess the impact this has on the noise floor
of the instrument and in turn on the scientific outcomes
of a↵ected programs. If the scientific impact is accept-
able, we plan to collect ORBCOMM data during nor-
mal operations. Over the course of an observing season,
a greater number of pointings can be explored. Leakage
seen from calibrated visibilities can then be compared to
that inferred from the beam measurements, as a func-
tion of pointing direction. We could also measure the
stability of the beam shapes over time. Not only could
this help improve beam models, but it could potentially
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During the analysis of the data, we found that our
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Figure	15.	The	sub-station	power	beam	with	randomisation	directed	at	zenith	at	140	MHz	both	as	auto-
correlation	(left)	and	typical	cross-correlation	(right).	The	top,	bottom,	left	and	right	edges	of	the	depicted	
field	correspond	to	the	local	horizon.	

	
Figure	16.	The	station	power	beam	with	randomisation	directed	at	zenith	at	140	MHz	both	as	auto-
correlation	(left)	and	typical	cross-correlation	(right).	The	top,	bottom,	left	and	right	edges	of	the	depicted	
field	correspond	to	the	local	horizon.	

	
Figure	17.	The	super-station	power	beam	with	randomisation	directed	at	zenith	at	140	MHz	both	as	auto-
correlation	(left)	and	typical	cross-correlation	(right).	The	top,	bottom,	left	and	right	edges	of	the	depicted	
field	correspond	to	the	local	horizon.	

(Line+2015)
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Calibration
・Need to correct instrumental (complex) gain and bandpass.  
・Calibration pipelines : 

 SAGECAL (e.g. Yatawatta 2016), RTS (Mitchell+2008),  
    FHD (Jacobs+2016), OMNICAL (Zheng+2014)

・Basically, the calibration is performed using known intensity and position of bright sources.

In solving for per-antenna gain parameters with a number of
measurements that scales quadratically with antenna number,
redundancy gives an over-constrained system of equations that
can be solved using traditional linear algebra techniques. While
LOGCAL is useful for arriving at a coarse solution from initial
estimates that are far from the true value, LOGCAL has the
shortcoming of being a biased by the asymmetric behavior of
additive noise in the logarithm (Liu et al. 2010).

LINCAL, on the other hand, uses a Taylor expansion of the
visibility around initial estimates of the gains and visibilities,

v g g y g g y g g y g g y , (3)ij i j i j i j i j i j i j i j i j
0* 0 0 1* 0 0 0* 1 0 0* 0 1= + + +- - - -

where 0 denotes initial estimates and 1 represents the
perturbation to the original estimate and is the solutions we
fit for. Using initial estimates taken from LOGCAL, LINCAL
constructs an unbiased estimator.

Redundant calibration was performed using OMNICAL17—

an open-source redundant calibration package that is relatively
instrument agnostic (Zheng et al. 2014). This package
implements both LOGCAL and LINCAL, solving for a
complex gain solution per antenna, frequency, and integration.
The solutions are then applied to visibilities and the results are
shown in Figure 4.

In addition to solving for gain solutions, OMNICAL also
characterizes the quality of the calibration parameters by
calculating the χ2 for every integration. As defined in Zheng

et al. (2014),

v y g g
, (4)

ij

ij i j i j

ij

2
* 2

2åD
T

=
- -∣ ∣

where σ2 is the noise in the visibilities. The χ2 measures sum of
the deviation of measured visibilities to that of the best fit
model derived from the LINCAL relative to a noise model, and
gives us a tool to use in order to check the quality of our data.
The number of dof, as defined in Zheng et al. (2014), is given
by

( )
N N

N N N

dof

2 2 , (5)

measurements parameters

baselines antennas unique baselines

= -

= - +

and is effectively the number of visibilities for which χ2 is
calculated. If the data are noise-dominated, χ2/dof is drawn
from a χ2 distribution with μ = 1 and σ2 = 2/dof. The
calculated χ2/dof for every frequency and integration of a
fiducial day of observation in this season and for the fiducial
power spectrum baselines is shown in Figure 5, demonstrating
the stability of the PAPER instrument.
We measure a mean χ2/dof of 1.9. This indicates that the

redundant calibration solutions, while a substantial improve-
ment over the previous PAPER-32 calibration (P14), do not
quite result in residuals that are thermal noise dominated.
Possible sources of this excess include instrumental crosstalk
and poorly performing signal chains. While the latter will be
down-weighted by the inverse of the estimated signal
covariance described in Section 5, crosstalk is a defect in the

Figure 4. PAPER visibilities plotted in the complex plane before (left) and after (right) the application of the improved redundancy-based calibration with OMNICAL
(Zheng et al. 2014). All baselines in the array measured at 159 MHz for a single time integration are plotted. Instantaneously redundant baselines are assigned the
same symbol/color. The tighter clustering of redundant measurements with OMNICAL indicates improved calibration.

17 https://github.com/jeffzhen/omnical
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Visibility example 
PAPER (Ali+2015), OMNICAL. 
Same color points should have same value. 

・Other problems : cable reflection, mutual coupling, polarization 



 Foreground mitigation strategies

1 : Foreground removal 
2 : EoR window 
3 : Cross correlation



1  M A R C H  2 0 1 8  |  V O L  5 5 5  |  N A T U R E  |  6 7

LETTER
doi:10.1038/nature25792

An absorption profile centred at 78 megahertz in the 
sky-averaged spectrum
Judd D. Bowman1, Alan E. E. Rogers2, Raul A. Monsalve1,3,4, Thomas J. Mozdzen1 & Nivedita Mahesh1

After stars formed in the early Universe, their ultraviolet light is 
expected, eventually, to have penetrated the primordial hydrogen 
gas and altered the excitation state of its 21-centimetre hyperfine 
line. This alteration would cause the gas to absorb photons from 
the cosmic microwave background, producing a spectral distortion 
that should be observable today at radio frequencies of less than  
200 megahertz1. Here we report the detection of a flattened 
absorption profile in the sky-averaged radio spectrum, which is 
centred at a frequency of 78 megahertz and has a best-fitting full-
width at half-maximum of 19 megahertz and an amplitude of 0.5 
kelvin. The profile is largely consistent with expectations for the 
21-centimetre signal induced by early stars; however, the best-fitting 
amplitude of the profile is more than a factor of two greater than 
the largest predictions2. This discrepancy suggests that either the 
primordial gas was much colder than expected or the background 
radiation temperature was hotter than expected. Astrophysical 
phenomena (such as radiation from stars and stellar remnants) are 
unlikely to account for this discrepancy; of the proposed extensions 
to the standard model of cosmology and particle physics, only 
cooling of the gas as a result of interactions between dark matter 
and baryons seems to explain the observed amplitude3. The low-
frequency edge of the observed profile indicates that stars existed 
and had produced a background of Lyman-α photons by 180 million 
years after the Big Bang. The high-frequency edge indicates that 
the gas was heated to above the radiation temperature less than 
100 million years later.

Observations with the Experiment to Detect the Global Epoch of 
Reionization Signature (EDGES) low-band instruments, which began 
in August 2015, were used to detect the absorption profile. Each of the 
two low-band instruments consists of a radio receiver and a zenith- 
pointing, single-polarization dipole antenna. Spectra of the brightness 
temperature of the radio-frequency sky noise, spatially averaged over 
the large beams of the instruments, were recorded between 50 MHz 
and 100 MHz. Raw spectra were calibrated, filtered and integrated over 
 hundreds of hours. Automated measurements of the reflection coeffi-
cients of the antennas were performed in the field. Other measurements  
were performed in the laboratory, including of the noise waves and 
reflection coefficients of the low-noise amplifiers and additional  
calibration constants. Details of the instruments, calibration, verifica-
tion and model fitting are described in Methods.

In Fig. 1 we summarize the detection. It shows the spectrum 
observed by one of the instruments and the results of model fits. 
Galactic synchrotron emission dominates the observed sky noise, 
 yielding a power-law spectral profile that decreases from about 
5,000 K at 50 MHz to about 1,000 K at 100 MHz for the high Galactic 
latitudes shown. Fitting and removing the Galactic emission and  
ionospheric contributions from the spectrum using a five-term,  
physically motivated foreground model (equation (1) in Methods) 
results in a residual with a root-mean-square (r.m.s.) of 0.087 K.  

The absorption profile is found by fitting the integrated spectrum 
with the foreground model and a model for the 21-cm signal  
simultaneously. The best-fitting 21-cm model yields a symmetric 
U-shaped absorption profile that is centred at a frequency of 
78 ±   1 MHz and has a full-width at half- maximum of −

+19 MHz2
4 , an 

amplitude of . − .+ .0 5 K0 2
0 5  and a flattening factor of τ = −

+7 3
5 (where the 

bounds provide 99% confidence intervals including estimates of  
systematic uncertainties; see Methods for model definition). 
Uncertainties in the parameters of the fitted profile are estimated 
from statistical uncertainty in the model fits and from  systematic 
differences between the various validation trials that were performed 
using observations from both instruments and several  different data 
cuts. The 99% confidence intervals that we report are calculated as 
the outer bounds of (1) the marginalized statistical 99% confidence 
intervals from fits to the primary dataset and (2) the range of best- 
fitting values for each parameter across the validation trials. Fitting 
with both the foreground and 21-cm models lowers the residuals to 
an r.m.s. of 0.025 K. The fit shown in Fig. 1 has a signal-to-noise ratio 
of 37, calculated as the best-fitting amplitude of the profile divided 
by the statistical uncertainty of the amplitude fit, including the cova-
riance between model parameters. Additional analyses of the 

1School of Earth and Space Exploration, Arizona State University, Tempe, Arizona 85287, USA. 2Haystack Observatory, Massachusetts Institute of Technology, Westford, Massachusetts 01886, USA. 
3Center for Astrophysics and Space Astronomy, University of Colorado, Boulder, Colorado 80309, USA. 4Facultad de Ingeniería, Universidad Católica de la Santísima Concepción, Alonso de Ribera 
2850, Concepción, Chile.
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Figure 1 | Summary of detection. a, Measured spectrum for the reference 
dataset after filtering for data quality and radio-frequency interference. 
The spectrum is dominated by Galactic synchrotron emission.  
b, c, Residuals after fitting and removing only the foreground  
model (b) or the foreground and 21-cm models (c). d, Recovered  
model profile of the 21-cm absorption, with a signal-to-noise  
ratio of 37, amplitude of 0.53 K, centre frequency of 78.1 MHz and  
width of 18.7 MHz. e, Sum of the 21-cm model (d) and its residuals (c).
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expected, eventually, to have penetrated the primordial hydrogen 
gas and altered the excitation state of its 21-centimetre hyperfine 
line. This alteration would cause the gas to absorb photons from 
the cosmic microwave background, producing a spectral distortion 
that should be observable today at radio frequencies of less than  
200 megahertz1. Here we report the detection of a flattened 
absorption profile in the sky-averaged radio spectrum, which is 
centred at a frequency of 78 megahertz and has a best-fitting full-
width at half-maximum of 19 megahertz and an amplitude of 0.5 
kelvin. The profile is largely consistent with expectations for the 
21-centimetre signal induced by early stars; however, the best-fitting 
amplitude of the profile is more than a factor of two greater than 
the largest predictions2. This discrepancy suggests that either the 
primordial gas was much colder than expected or the background 
radiation temperature was hotter than expected. Astrophysical 
phenomena (such as radiation from stars and stellar remnants) are 
unlikely to account for this discrepancy; of the proposed extensions 
to the standard model of cosmology and particle physics, only 
cooling of the gas as a result of interactions between dark matter 
and baryons seems to explain the observed amplitude3. The low-
frequency edge of the observed profile indicates that stars existed 
and had produced a background of Lyman-α photons by 180 million 
years after the Big Bang. The high-frequency edge indicates that 
the gas was heated to above the radiation temperature less than 
100 million years later.

Observations with the Experiment to Detect the Global Epoch of 
Reionization Signature (EDGES) low-band instruments, which began 
in August 2015, were used to detect the absorption profile. Each of the 
two low-band instruments consists of a radio receiver and a zenith- 
pointing, single-polarization dipole antenna. Spectra of the brightness 
temperature of the radio-frequency sky noise, spatially averaged over 
the large beams of the instruments, were recorded between 50 MHz 
and 100 MHz. Raw spectra were calibrated, filtered and integrated over 
 hundreds of hours. Automated measurements of the reflection coeffi-
cients of the antennas were performed in the field. Other measurements  
were performed in the laboratory, including of the noise waves and 
reflection coefficients of the low-noise amplifiers and additional  
calibration constants. Details of the instruments, calibration, verifica-
tion and model fitting are described in Methods.

In Fig. 1 we summarize the detection. It shows the spectrum 
observed by one of the instruments and the results of model fits. 
Galactic synchrotron emission dominates the observed sky noise, 
 yielding a power-law spectral profile that decreases from about 
5,000 K at 50 MHz to about 1,000 K at 100 MHz for the high Galactic 
latitudes shown. Fitting and removing the Galactic emission and  
ionospheric contributions from the spectrum using a five-term,  
physically motivated foreground model (equation (1) in Methods) 
results in a residual with a root-mean-square (r.m.s.) of 0.087 K.  

The absorption profile is found by fitting the integrated spectrum 
with the foreground model and a model for the 21-cm signal  
simultaneously. The best-fitting 21-cm model yields a symmetric 
U-shaped absorption profile that is centred at a frequency of 
78 ±   1 MHz and has a full-width at half- maximum of −

+19 MHz2
4 , an 

amplitude of . − .+ .0 5 K0 2
0 5  and a flattening factor of τ = −

+7 3
5 (where the 

bounds provide 99% confidence intervals including estimates of  
systematic uncertainties; see Methods for model definition). 
Uncertainties in the parameters of the fitted profile are estimated 
from statistical uncertainty in the model fits and from  systematic 
differences between the various validation trials that were performed 
using observations from both instruments and several  different data 
cuts. The 99% confidence intervals that we report are calculated as 
the outer bounds of (1) the marginalized statistical 99% confidence 
intervals from fits to the primary dataset and (2) the range of best- 
fitting values for each parameter across the validation trials. Fitting 
with both the foreground and 21-cm models lowers the residuals to 
an r.m.s. of 0.025 K. The fit shown in Fig. 1 has a signal-to-noise ratio 
of 37, calculated as the best-fitting amplitude of the profile divided 
by the statistical uncertainty of the amplitude fit, including the cova-
riance between model parameters. Additional analyses of the 
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Figure 1 | Summary of detection. a, Measured spectrum for the reference 
dataset after filtering for data quality and radio-frequency interference. 
The spectrum is dominated by Galactic synchrotron emission.  
b, c, Residuals after fitting and removing only the foreground  
model (b) or the foreground and 21-cm models (c). d, Recovered  
model profile of the 21-cm absorption, with a signal-to-noise  
ratio of 37, amplitude of 0.53 K, centre frequency of 78.1 MHz and  
width of 18.7 MHz. e, Sum of the 21-cm model (d) and its residuals (c).
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EDGES (Bowman+2018)
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Parameter estimation. The polynomial foreground model used for the analysis 
presented in Fig. 1 is physically motivated, with five terms based on the known 
spectral properties of the Galactic synchrotron spectrum and Earth’s ionosphere6,50:
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where TF(ν) is the brightness temperature of the foreground emission, ν is  the 
frequency, νc is the centre frequency of the observed band and the coefficients an 
are fitted to the data. The above function is a linear approximation, centred on νc, to
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which is connected directly to the physics of the foreground and the ionosphere. 
The factor of −  2.5 in the first exponent is the typical power-law spectral index of 
the foreground, b0 is an overall foreground scale factor, b1 allows for a correction 
to the typical spectral index of the foreground (which varies by roughly 0.1 across 
the sky) and b2 captures any contributions from a higher-order foreground spectral 
term51,52. Ionospheric contributions are contained in b3 and b4, which allow for the 
ionospheric absorption of the foreground and emission from hot electrons in the 
ionosphere, respectively. This model can also partially capture some instrumental 
effects, such as additional spectral structure from chromatic beams or small errors 
in calibration.

We also use a more general polynomial model in many of our trials that enables 
us to explore signal recovery with varying numbers of polynomial terms:
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where N is the number of terms and the coefficients an are again fitted to the 
data. As with the physical model, the −  2.5 in the exponent makes it easier for the 
model to match the foreground spectrum. Both foreground models yield consistent 
absorption profile results.

The 21-cm absorption profile is modelled as a flattened Gaussian:
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and A is the absorption amplitude, ν0 is the centre frequency, w is the full-width at 
half-maximum and τ is a flattening factor. This model is not a description of the 
physics that creates the 21-cm absorption profile, but rather is a suitable functional 
form to capture the basic shape of the profile. Extended Data Fig. 8 shows the 
best-fitting profile and residuals from fits by the two foreground models.

We report parameter fits from a gridded search over the parameters ν0, w and 
τ in the 21-cm model. For each step in the grid, we conduct a linear weighted 
least-squares fit, solving simultaneously for the foreground coefficients and the 
amplitude of the absorption profile. The best-fitting absorption profile maximizes 
the signal-to-noise ratio in the gridded search. The uncertainty in the amplitude 
fit accounts for covariance between the foreground coefficients and the amplitude 
of the profile and for noise.

Fitting both foreground and 21-cm models simultaneously yields residuals that 
decrease with integration time with an approximately noise-like ( / t1 ) trend for 
the duration of the observation, whereas fitting only the foreground model yields 
residuals that decrease with time for the first approximately 10% of the integration 
and then saturate, as shown in Extended Data Fig. 9.

We also performed a Markov chain Monte Carlo (MCMC) analysis (Extended 
Data Fig. 10) for the H2 case using a five-term polynomial (equation (2)) for the 
foreground model and a subset of the band covering 60–94 MHz. The amplitude 
parameter is most covariant with the flattening. The 99% statistical confidence 
intervals on the four 21-cm model parameters are: = . − .

+ .A 0 52 K0 18
0 42 , 

ν = . − .
+ .78 3 MHz0 0 3

0 2 , = . − .
+ .w 20 7 MHz0 7

0 8  and τ= . − .
+ .6 5 2 5

5 6 . These intervals do not 
include any systematic error from differences across the hardware configurations 
and processing trials. When the flattening parameter is fixed to τ =  7, statistical 
uncertainty in the 21-cm model amplitude fit is reduced to approximately ±  0.02 K. 

Extended Data Table 1 shows that the various hardware configurations and 
 processing trials with fixed τ =  7 yield best-fitting parameter ranges of 
0.37 K <   A <   0.67 K, 77.4 MHz <   ν0 <   78.5 MHz and 17.0 MHz <   w <   22.8 MHz. 
This systematic variation is probably due to the limited data in the some of the 
configurations, small calibration errors and residual chromatic beam effects, and 
potentially to structure in the Galactic foreground that increases when the Galactic 
plane is overhead. For each parameter, taking the outer bounds of the statistical 
confidence ranges from the comprehensive MCMC analysis for H2 and the best- 
fitting variations between validation trials in Extended Data Table 1 yields the 
estimate of the 99% confidence intervals that we report in the main text.
Verification tests. Here we list the tests that we performed to verify the  detection. 
The absorption profile is detected from data obtained in the following hard-
ware configurations: H1, low-1 with 10 m ×  10 m ground plane; H2, low-1 
with 30 m ×  30 m ground plane; H3, low-1 with 30 m ×  30 m ground plane and 
 recalibrated receiver; H4, low-2 with north–south dipole orientation; H5, low-2 
with east–west dipole orientation; and H6, low-2 with east–west dipole orientation 
and the balun shield removed to check for any resonance that might result from a 
slot antenna being formed in the joint between the two halves of the shield.

The absorption profile is detected in data processed with the following 
 configurations: P1, all hardware cases, using two independent processing  pipelines; 
P2, all hardware cases, divided into temporal subsets; P3, all hardware cases, with 
chromatic beam corrections on or off; P4, all hardware cases, with ground loss 
and balun loss corrections on or off; P5, all hardware cases, calibrated with four 
different antenna reflection coefficient measurements; P6, all hardware cases, using 
a four-term foreground model (equation (2)) over the frequency range 60–99 MHz; 
P7, all hardware cases, using a five-term foreground model (equation (2)) over the 
frequency range 60–99 MHz; P8, all hardware cases, using the physical foreground 
model (equation (1)) over the frequency range 51–99 MHz; P9, all hardware con-
figurations, using various additional combinations of four-, five-, and six-term 
foreground models (equation (2)) and various frequency ranges; P10, H2 binned 
by local sidereal time/GHA; P11, H2 binned by utc; P12, H2 binned by buried 
conduit temperature as a proxy for the ambient temperature at the receiver and 
the temperature of the cable that connects the receiver frontend under the antenna 
to the backend in the control hut; P13, H2 binned by Sun above or below the 
 horizon; P14, H2 binned by Moon above or below the horizon; P15, H2 with 
added post-calibration calculated by subtracting scaled Galaxy-up spectra from 
Galaxy-down spectra; P16, H2 calibrated with low-2 solutions; P17, H4 calibrated 
with laboratory measurements at 15 °C and 35 °C; and P18, H2 and H3 calibrated 
with laboratory measurements spanning two years.

Extended Data Table 1 lists the properties of the profile for each of the hardware 
configurations (H1–H6) with the standard processing configuration (P6); Fig. 2  
illustrates the corresponding best-fitting profiles. The variations in signal-to-
noise ratio between the configurations are largely explained by differences in the  
total integration time for each configuration, except for H1, which was limited  
by its ground-plane performance. We acquired the most data in configura-
tion H1, with approximately 11 months of observations, followed by H2 with  
6 months. The other configurations were each operated for 1–2 months before 
the analysis  presented here was performed. Extended Data Table 2 lists the  
profile amplitudes for data binned by GHA for both processing pipelines used 
in configuration P1.

The following additional verification tests were performed to check specific 
aspects of the instrument, laboratory calibration and processing pipelines. (1) We 
processed simulated data and recovered injected profiles. (2) We searched for a 
similar profile at the scaled frequencies in high-band data and found no corre-
sponding profile. (3) We measured the antenna reflection coefficients of low-2 
with the VNA connected to its receiver via a short 2-m cable and found nearly 
identical results to when the 100-m cable was used (under normal operation).  
(4) We acquired in situ reflection coefficient measurements that matched our 
model predictions of the low-2 balun with the antenna terminal shorted and open; 
this was done to verify our model for the balun loss. (5) We tested the performance 
of the receivers in the laboratory using artificial antenna sources connected to the 
receivers directly, as described above. (6) We cross-checked our beam models using 
three electromagnetic numerical solvers: CST, FEKO and HFSS. Although no beam 
model is required to detect the profile because the EDGES antenna is designed 
to be largely achromatic, we performed the cross-check because we apply beam 
corrections in the primary analysis.
Sensitivity to systematic errors. Here we discuss in more detail several primary 
categories of potential systematic errors and the validation steps that we performed.
Beam and sky effects. Beam chromaticity is larger than can be accounted for with 
electromagnetic models of the antenna on an infinite ground plane53. For both 
ground plane sizes, the r.m.s. of the residuals to low-order foreground polynomial  
model fits of the data matched electromagnetic modelling when the model 
accounted for the finite ground-plane size and included the effects of the  dielectric 
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Figure 3. A comparison between the image outputs of the FHD (left), RTS (center) and their di↵erence (right) averaged in the spectral
dimension and projected from native HEALpix to flat sky. The images have been left in the natural weighting used by image-based power
spectrum schemes and no deconvolution has been applied. In the top row, no foreground model has been subtracted; the residual shown
represents a 15% di↵erence. On the bottom both have subtracted their best model of the sky containing similar sets of thousands of
sources; in most pixels the di↵erence is 30% or lower. The di↵erence between foreground subtracted images reveals a good agreement on
large scale structure and small di↵erences in the fluxes of a few sources. Di↵erences in these mean maps are very similar to the di↵erences
seen in the individual channels.

arrive at a uniformly weighted 3D Fourier cube. The
variance cubes are similarly divided by the square of the
weights. Next the sum and di↵erence of the even and
odd cubes are computed with variances given by adding
the reciprocal of the even and odd variances in quadra-
ture. The di↵erence cube then contains only noise and
the sum cube contains both sky signal and noise.
The next step is to Fourier transform in the frequency

direction. Here we choose to weight by a Blackman-
Harris window function, which heavily downweights the
outer half of the band and decreases the leakage of
bright foreground modes into other power spectrum
modes as described in Thyagarajan et al. (2013); Par-
sons et al. (2012); Vedantham et al. (2012b), among oth-
ers. The transform of the spectral dimension is done
using the Lomb & Scargle periodogram to minimize the
e↵ects of regular gaps in the spectrum which occur ev-
ery 1.28MHz. The sky signal power is estimated by the
square of the sum cube minus the square of the di↵erence
cube which is mathematically identical to the even/odd

cross power if the even and odd variances are identical
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while the square of the di↵erence cube provides a real-
ization of the noise power spectrum.
Diagnostic power spectra are generated by averaging

cylindrically to a two dimensional kk, k? power spec-
trum. The diagnostic power spectra are computed over
the full 30MHz bandwidth to provide the highest pos-
sible kk resolution of the foreground and systematic ef-
fects. These are shown in the left column of Figure 4.
One dimensional power spectra (shown in Figure 7), are
calculated by a similar process but only using 10MHz1

1Hereafter, unless otherwise noted, 2D and 1D power spectra
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later data analysis as a method of mitigating the frequency-
dependent PSF. Here we instead have chosen to set our data to
a common resolution through uv-cuts in the imaging step and
careful weighting. The solutions are regularized following
Equation 13 in Bobin et al. (2013), using Ns components. The
p=0 formalism is not trivial to calculate, and the norm is
relaxed to an L1-norm with p=1, most often the standard in
GMCA implementations.

We note that GMCA does not remove most of the remaining
side-lobe noise. We remove Ns=6–8 components in Stokes I
and Ns=0–2 components in Stokes V. The number of
components are chosen to obtain an approximately flat noise
behavior in the k& direction (see Table 2 for the exact numbers
per redshift range). Figure 3 shows a spatial-frequency slice
through the Stokes I data cube after subtraction of the sky
model. There are still spectrally smooth sources left in the data.
After applying GMCA, however, the Stokes I data cube appears
noise-like. Finally, we note that whereas GMCA does not
a priori distinguish foregrounds from the 21 cm EoR signal,
extensive simulations by Chapman et al. (2013) have shown

that the 21 cm power-spectrum in the current range of k-modes
should not be affected significantly by the diffuse and
spectrally smooth foreground removal.

6. Power Spectra

In this section we present the cylindrically and spherically
averaged 21 cm power spectra. Using the former, one can
assess remaining systematics due to, for example, foreground
residuals, side-lobe noise, and frequency-coherent effects (see
Bowman et al. 2009; Vedantham et al. 2012). The latter
achieves the highest signal-to-noise per k-mode. Given the
relatively narrow LOFAR-HBA primary beam (4°. 8–3°.5 at
120–160 MHz; van Haarlem et al. 2013) and our 3°×3°
analysis window, we can ignore sky curvature. We use the
Stokes I residual data cube, after GMCA (see, e.g., Figure 3), to
measure the power spectra following Tegmark (1997). We
use large enough cells that they can be assumed to be
uncorrelated.

Figure 3. Slice across the center of the 50–250λ Stokes I data cube along the frequency direction. Top left: slice after DI-calibration with only 3C61.1 subtracted; the
intensity scale, converted to brightness temperature, refers to this panel. Top right: after DD-calibration where the calibration sky model, consisting of compact
sources, is subtracted with their respective direction-dependent gain solutions. The intensity scale is now multiplied by 10 for improved visualization. Bottom left:
GMCA model (scale also multiplied by 10). Bottom right: GMCA residuals (scale multiplied by another factor of 20). The red horizontal bands are due to data lost due to
RFI-flagging. The black dashed lines border the three redshift ranges. Note the factor ∼200 reduction in intensity after GMCA.
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・Building foreground model  
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Jacob+2016

Patil+2017 (GMCA)

Before point source removal

Foreground removal

After point source removal



EoR window

2

ature field such as the power spectrum. Recent progress
has resulted in a number of increasingly stringent upper
limits [11, 15, 16], and proposed next-generation instru-
ments such as the Hydrogen Epoch of Reionization Ar-
ray (HERA [17]) and the Square Kilometer Array (SKA
[18]) promise to yield extremely high significance mea-
surements.

In addition to achieving the required sensitivity, obser-
vations targeting the redshifted 21 cm line must also con-
tend with foreground contaminants. In the relevant fre-
quency ranges (roughly ⇠ 100 to 200MHz, correspond-
ing to z ⇠ 13 to 6), there exist a large number of non-
cosmological sources of radio emission that contaminate
measurements. These include sources such as the di↵use
synchrotron radiation from our own Galaxy, as well as
extragalactic point sources, whether they are bright and
resolved or part of a dim and unresolved background.
The brightness temperature of foregrounds is expected
to be 105 times greater than theoretical expectations for
the amplitude of the cosmological signal. A detection of
the reionization power spectrum will therefore be chal-
lenging without a robust foreground mitigation strategy.

Historically, cosmic microwave background (CMB) ex-
periments have had to deal with similar problems of
foreground contamination. However, strategies for fore-
ground cleaning that have been developed for the CMB
cannot be directly applied to 21 cm cosmology for two
reasons. First, CMB experiments typically operate at
higher frequencies, where foregrounds are not as bright.
In fact, microwave-frequency foregrounds are subdomi-
nant to the CMB away from the Galactic plane. In addi-
tion, CMB experiments measure anisotropies over a two-
dimensional surface, with di↵erent observation frequen-
cies providing consistency-checks and a set of redundant
measurements that can be used for foreground isolation.
The three-dimensional mapping of the 21 cm line, on the
other hand, contains unique cosmological information at
every frequency, which makes it more di�cult to remove
foregrounds in a way that does not result in the loss of
cosmological signal [19].

With CMB techniques unlikely to succeed without
modification, a number of alternate foreground mitiga-
tion strategies have been suggested for 21 cm cosmology.
These include spectral polynomial fitting [20–23], Wiener
filtering [24], principal component analyses [11, 25–27],
non-parametric subtractions [28–30], Fourier-mode or de-
lay filtering [31, 32], frequency stacking [33], Karhunen-
Loève eigenmode projection [34, 35], and inverse covari-
ance weighting [15, 36, 37]. The vast majority of these
approaches rely on the fact that foreground sources are
expected to be spectrally smooth, while the cosmologi-
cal EoR signal is expected to fluctuate rapidly with fre-
quency [38]. The cosmological signal can therefore be ex-
tracted by isolating spectrally smooth components from
the data.

Recently, however, a complication to this simple pic-
ture was realized, in what has been colloquially termed
the “foreground wedge”. Consider a cylindrically-binned

FIG. 1. A schematic of the EoR window in the cylindrical
k?kk Fourier plane. At the lowest k?, errors increase because
of limits on an instrument’s field-of-view. High k? modes are
probed by the longest baselines of an interferometer array, and
the sensitivity drops to zero beyond k? scales corresponding
to these baselines. Spectral resolution limits the sensitivity
at large kk. The lowest kk are in principle limited by cosmic
variance, but in practice the larger concern is limited band-
width and the foreground contamination, which intrinsically
resides at low kk. As one moves towards higher k?, however,
the foregrounds leak out to higher kk in a characteristic shape
known as the “foreground wedge”. The remaining parts of the
Fourier plane are thermal-noise dominated, allowing (with a
large collecting area or a long integration time) a clean mea-
surement of the power spectrum in this “EoR window”.

power spectrum measurement, i.e. one where Fourier
amplitudes are squared and binned in annuli specified by
wavenumbers perpendicular to the line-of-sight k? and
wavenumbers parallel to the line-of-sight kk. Because the
line-of-sight direction is equivalent to the spectral axis
of an interferometer, one might have naively expected
smooth spectrum foregrounds to be sequestered to only
the lowest kk. However, this neglects the fact that in-
terferometers are inherently chromatic instruments, with
a given baseline probing finer spatial scales (higher k?)
at higher frequencies. This coupling of spectral and spa-
tial information is sometimes coined mode-mixing, and
results in the leakage of information from low to high kk.
This e↵ect is particularly pronounced at high k?, where
the modes are typically probed by longer baselines, which
are more chromatic. Putting everything together, the-
oretical studies and simulations [32, 39–44] have shown
that foregrounds are expected to leak out of the lowest kk
into a characteristic “wedge” that is schematically shown
in Figure 1. Observations with PAPER and MWA have
confirmed this basic picture [45], including its evolution
with frequency [15].

・Fourier transform along the line of sight (frequency). 
 Foreground emission is spectrally smooth and weak at small scale. 
— EoR window
・Spectral structure of point sources due to chromaticity of an interferometer. 

— Foreground Wedge 
・Instrumental error propagates the foreground contamination to the EoR window.

Liu+2014

k?

kk

: corresponds to sky plane

: corresponds to LoS (frequency)
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interpret it as a robust upper limit on the 21 cm emission
power spectrum 21

2D .
3. Up to k 0.2»^ h cMpc−1, both the Stokes I and Stokes

V power spectra follow approximate power laws, with
the power in Stokes I exceeding that in Stokes V for all
k-modes and all redshift bins. At the smallest k =
0.053 h cMpc−1, however, these values start to approach
each other with only marginal differences. This is the
bin that we regard as the best upper limit in terms of
mK2 sensitivity, yielding a 2-σ upper limit of

79.6 mK21
2 2D < ( ) on the 21 cm power spectrum in the

range z=9.6–10.6.

In Table 3 we summarize the 2-σ upper limits for the three
redshift bins for 21

2D .

7. Summary and Future Outlook

We have presented the first upper limits on the 21 cm power
spectrum ( 21

2D ) from the EoR, obtained with LOFAR-HBA,
using one night of good data quality obtained toward the NCP.
Our main numerical results can be summarized as follows:

1. An excess variance is detected in Stokes I for all k-modes
and redshift ranges, leading to our best although still non-
zero 56 13I

2 2D = o( ) mK2 (1-σ) at k=0.053 h cMpc−1

in the redshift range 9.6–10.6. The excess variance is
seen over the entire cylindrical power spectrum range. It
appears constant, with no obvious outstanding features
such as cable reflections.

Figure 5. Stokes I power spectra for the redshift range z=9.6–10.6, before (top left) and after (top right) DD-calibration with SageCal-CO, respectively. Note the
large drop in power of the foregrounds at low k& and the removal of substantial power above the wedge as well. The dashed slanted lines indicate, from bottom to top,
the location of angular distances of 4°. 5 and 10° from the phase center, and the maximum delay corresponding to the horizon as seen from the zenith. The ratio between
these power spectra is shown in Figure 6.

Figure 6. Ratio between the Stokes I power before and after DD-calibration
There is a drop of two orders of magnitude in power in the foregrounds at low
k&. The dashed slanted lines indicate, from bottom to top, the location of
angular distances of 4°. 5 and 10° from the phase center, and the maximum
delay corresponding to the horizon as seen from the zenith.
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There is a drop of two orders of magnitude in power in the foregrounds at low
k&. The dashed slanted lines indicate, from bottom to top, the location of
angular distances of 4°. 5 and 10° from the phase center, and the maximum
delay corresponding to the horizon as seen from the zenith.
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Figure 4. Top: Single polarization dirty power spectrum formed
from the golden data set, before implementing cable reflection fit-
ting into the calibration loop. The small gray arrows point to the
bands resulting from the periodic coarse band sampling. The black
arrow points to a horizontal band at k|| ⇡ 0.7 h Mpc�1, which
cannot be accounted for by the coarse bands. Bottom: After we
implement the cable reflection fitting in our calibration solutions,
we see the reflection line disappears.

Figure 5. Top: Single polarization model power spectrum
demonstrating the contamination in the EoR window when us-
ing insu�cient gridding kernel resolution. The window has a floor
comparable to an expected EoR signal, and a faint super-horizon
line appears at high k||. The black arrow indicates the location and
direction of the faint line. Bottom: Model power spectrum after
increasing the gridding kernel resolution from 0.04 wavelengths to
0.007 wavelengths. The floor is now far below the expected EoR
signal level.

LOFAR MWAPatil+2017 Beardsley+2016

・In the EoR window, measured signal is consistent with the thermal noise. 
・FG wedge structure. 
・FG pollutes the window due to calibration error and instrumental error.



Cross correlation
For example, 21cm line and  
 — High-z galaxys (LAE) (Lidz+2008, Hutter+2017, Kubota, SY+2018, SY+2018) 
 — CMB (Alvarez+2006, Tashiro+2010, SY+2018)

・High-z Galaxies do not correlate with foreground,  
 and therefore CC mitigates the foreground contamination. 
・Foreground contaminates to the error.  
・CC is useful to distinguish the 21cm signal and foreground residuals. 

4 S. Yoshiura et al.

Figure 1. Left panel is the observed image centered at EoR0 field, (RA, Dec) = (0, −27), with ∆B = 8 MHz, tint = 3 hours. The field of view is ∼ (20 deg)2
and the centered frequency is 171 MHz. This image is made from 540 snapshots created by RTS with natural weights. Using the RTS, 1000 bright point sources
are peeled. The image shows apparent diffuse structure and un-subtracted point sources. Negative value is a result of lack of sampling at the center of uv-plane.
Right panel is the CMB temperature fluctuation map corresponding to the EoR0 field.

For the calculation, we use the 2015 CMB full mission Com-
mander map stored in Planck Legacy Archive 2. The right panel of
Fig. 1 shows the CMB map associated with the EoR0 field.

4 FOREGROUND REMOVAL
As shown in Eq. 6, the foregrounds contribute to 21 cm-CMB cross
power spectrum as a source of error. Since the foregrounds are a few
orders of magnitude brighter than other contributions, the terms of
the foreground and CMB PS dominate the total error. Thus, one has
to remove the foreground from the MWA images. Although 1000
bright point sources have been subtracted from the MWA data,
the diffuse emission and un-peeled sources remain in the data. In
this work, we perform a simple polynomial fitting to the spectral
dimension of the data, and use this as the foreground removal.

First, we make 24 images with 1.28 MHz spectral channels
from the MWA data in the observed frequency range of 167 MHz to
197 MHz. Next, we fit a n-th-order polynomial function along the
frequency axis at each pixel of the image cube, and obtain smooth
functions. Finally, we subtract the smooth functions from our main
images.

The left (right) panel of Fig. 2 shows examples of the fitting
for the brightest (faintest) pixel at 167 MHz. Circles are values at
a pixel of each image for the fitting, and triangles are values of
main images. Clearly, the circles are not smooth and have a wave-
like feature as a function of frequency. This feature is caused from
the mode-mixing and frequency dependence of the instrumental
point spread function (e.g. Morales et al. (2012)). In the images
transformed from visibility data, there is a concentric side lobe
structure around point sources because of the sparse uv-coverage,
and the side lobe propagates emission from point sources in the field.
Perfect removal of this structure is impossible due to the number of
point sources.

In the panels, the fitting function with n=3 does not reproduce

2 Based on observations obtained with Planck (http://www.esa.int/Planck),
an ESA science mission with instruments and contributions directly funded
by ESA Member States, NASA, and Canada.

the data and a higher nth-order polynomial function is required 3.
Thus, the remaining signal could be corrupted by the foreground
residuals. In order to reduce the residual contamination, we attempt
to fit with n = 7 and the reproduction of the data is better than n = 3.
However, the 7-th polynomial fitting slightly improves the results
discussed following section. Thus, we adopt n = 7 for the foreground
removal in this work. Note that the higher order polynomial fitting
function could fit out the EoR signal.

Generally, the expected spectral index of the synchrotron emis-
sion is negative. However, as shown in the right panel of Fig. 2, the
data shows a positive index, which is understood as below. The
average intensity is subtracted from actual intensity since the inter-
ferometer cannot observe the visibility at (u, v) = (0, 0). Then, for
example, the intensity of image is F(ν, θ)−Fave(ν), where true flux
of a LOS is F(ν, θ) = F0να and averaged flux is Fave(ν) = Fave,0να.
If the index α is larger than the α, the index of observed intensity
can be positive.

Fig. 3 shows the image at 171 MHz after performing the poly-
nomial foreground removal with n = 3. Interestingly, although the
foreground removal method is relatively simple and has no prior that
uses spatial correlation, we can reduce the diffuse structure shown
in the left panel of Fig. 1 and reduce the fluctuation by one order of
magnitude.

The quality of fitting depends on regions because the smooth-
ness is different for each LOS. In this work, we quantify the quality
of the fitting using squared error,

∑
i(di − fi)2, where i denotes the

number of frequency bins, di denotes the data and fi is the fitting
function. Fig. 4 shows the distribution of the error, and the spectral
fitting works well in the center of the region. Thus, we calculate
the APS using a region centered at (RA, Dec) = (-0.133 h, -28 deg)
with a 4 degree radius, and then the resulting APS is reduced by 2
times. However we do not use the mask for simplicity and reducing
the error of CPS which is proportional to f −0.5

sky .

3 Since the diffuse emission should be spectrally smooth, the polynomial
fitting method is effective. However, to remove the point source contribution
which is the wave-like spectrum, we may need additional functions.
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Figure 15. Same as Fig. 13, but the foregrounds are removed by the polynomial fitting with n=7. There are no significant detections even at l > 1000.

Figure 16. Expected signal to noise ratio at l = 100. The foreground is ignored (included) in left (right) panel. The three solid lines indicates that the SNR,
without foreground contamination, are 0.1, 1 and 3 from bottom to top. We assume the 21 cm-CMB CPS is 103µK2. The error is estimated from Eq 6 with
∆l = 100. Black point indicates SNR of this work. In the right panel, the value of log SNR = -4 indicates that one has to remove the 99.99% of foregrounds in
units of Kelvin to detect the signal.

MNRAS 000, 1–13 (0000)
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Summary
・21cm line is powerful tool to study the EoR and CD, but the observation is complicated. 
・The analysis is now in progress.

6 A. R. Offringa et al.
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Figure 2.: RFI occupancy per subband, calculated over all observation nights except GLEAM 2014-03-17. The latter has been
left out because it is affected by DTV. The horizontal gray line represents the false-positives rate of the RFI detection. The
RFI fractions are consistently higher than the false-positives rate because of transient broad-band RFI.

2014-03-17. The latter is the only night affected by inter-
ference from digital TV (DTV), and will be analysed later in
this section. RFI occupancy is calculated as the percentage of
discrete visibilities that are detected as RFI by the flagger at
the resolution of the correlator output. The FM bands around
100 MHz and the ORBCOMM bands around 138 MHz are
clearly present in the data. Excluding the RFI from DTV, the
EoR high band is slightly cleaner than the EoR low band,
and its worst subband at 188.2 MHz has 1.03% occupancy.
The sub-bands at 145.9 and 149.8 MHz in the EoR low band
have both 2.1% occupancy.

The residual noise levels after flagging can be used to val-
idate whether the flagged data are free of RFI. In Fig. 3, the
residual noise levels are plotted per high-resolution channel
for each of the observations. Observation ‘GLEAM 2014-
03-17’ shows residual DTV interference, both in the fre-
quency range 174–195 MHz (radio frequencies (RF) 6, 7
and 8) and 216–230 MHz (RF 11 and 12), and it is clear that

this RFI has not been adequately flagged. Therefore, DTV
interference has to be detected with another method. Addi-
tionally, some channels in the FM radio band show higher
standard deviations as a result of the smaller amount of avail-
able data after flagging and possibly because of RFI leakage.
Nevertheless, because the effect is small these frequencies
can be calibrated and imaged without a problem. FM-band
RFI is noticeably worse when pointing at the southern hori-
zon, however beyond this we do not have sufficient data to
explore any correlation between pointing direction and RFI.
The subband at 137 MHz that is occupied by ORBCOMM is
hard to calibrate because of the small amount of residual data
per channel, and possibly also because of residual RFI. With
the exception of the ORBCOMM frequencies and DTV af-
fected nights, the RFI detection employed in COTTER is suf-
ficient to allow calibration and imaging without further RFI
mitigation efforts. This has been verified by early imaging
results from the GLEAM survey and the MWA commission-

PASA (2015)
doi:10.1017/pas.2015.xxx
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Figure 2. Four observations with their ionospheric o↵sets overlaid on their corresponding reconstructed TEC scalar fields. The units of
the colour-scale for each plot are TECU (or 1016 m�2). Each ionospheric o↵set is colour-coded according to its direction, and is scaled by
a factor of 60. The reconstructed TECs have had their minimum values subtracted, to remove the arbitrary constant of integration. Note
that ionospheric o↵sets are derived from an observing frequency of 200MHz, and we assume a height of 400 km in order to calculate the
TEC units.

4.2.2 Phase variance of a temporal ensemble

If the conditions of the ionosphere vary spatially, particularly
over the large field-of-view probed instantaneously by the
MWA, then a spatial ensemble average may over-estimate
the phase variance, thereby under-estimating the di↵ractive
scale. If we follow the methods of Mevius et al. (2016) to
track a single, bright calibrator temporally, then we probe
a more contained region of the ionosphere. Fig. 5 displays
the reconstructed phase variance estimates for Type 1 and 4
ionospheres. The corresponding estimated scales are rdi� >
10 km and rdi� > 3.1 km for types 1 and 4, respectively. The
anisotropy is evident in the Type 4 data, where baseline

vectors perpendicular to the principal component yield very
small variance estimates.

By construction, this analysis with MWA baselines
utilises a power-law index of 2. However, pure Kolmogorov
turbulence has an index of 5

/3, and Mevius et al. (2016) mea-
sure an average index of 1.89. To determine the di↵ractive
scales with a slope that is purely turbulent for these data,
we can use the phase variance at the average baseline length
of the MWA (2.2 km) and extrapolate using a slope of 5

/3.
This places the upper limits of rdi� to be 32 and 27 km for
Type 1 and 4 data, respectively.

When the source o↵sets are highly anisotropic, the
di↵ractive scale does not have a physical definition that can
be associated with a turbulent scale size, and the two meth-

MNRAS 000, 1–14 (2017)
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Figure 5. (i): the zenith pointing FEE model for the XX polarisation with all 16 dipoles; (ii): the measured primary beam for tile S24; (iii):
the zenith pointing FEE model for the XX polarisation with a central dipole missing; (iv): the measured primary beam for tile S21. All maps

are normalised to zenith, and plotted with the same colour scale range for direct comparison.

direction. The model and data still agree well in the
central lobe (with exception of S22 which shows a gra-
dient away from zero), but disagree out in the side-
lobes. For each comparison, we have also plotted the
di↵erence in dB between the measured map and the
FEE model. Plotted with the di↵erences are shaded
grey areas. These are the probable biases introduced
by ref0, estimated using the fitted deviations away from
the WEST reference antenna model, �ref0.

5 Discussion and next steps

The first step in furthering this experiment would be to
move the reference antennas, replace the ground mesh
and make sure the layout of the reference antennas are
identical. The next obvious step is to also test the YY
polarisation: this would allow us to compare to polarisa-
tion leakage tests. Increasing the number of tiles under
test would allow an instrument-wide characterisation of
the tile-to-tile variation.

The method we have developed is simple to imple-
ment, but as noted in Figure 1, we currently split the
RF signal to measure it, which results in a 3 dB drop
in signal through to the correlator. Further work is re-
quired to assess the impact this has on the noise floor
of the instrument and in turn on the scientific outcomes
of a↵ected programs. If the scientific impact is accept-
able, we plan to collect ORBCOMM data during nor-
mal operations. Over the course of an observing season,
a greater number of pointings can be explored. Leakage
seen from calibrated visibilities can then be compared to
that inferred from the beam measurements, as a func-
tion of pointing direction. We could also measure the
stability of the beam shapes over time. Not only could
this help improve beam models, but it could potentially
inform calibration pipelines.
During the analysis of the data, we found that our

original reference beam models did not match our mea-
sured reference beam shapes. We observed that the
exact component sizes, layout, and surrounding envi-
ronment all contributed to changing the in situ beam

PASA (2018)
doi:10.1017/pas.2018.xxx
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・Construction of SKA low and mid will take place from 2018 to 2023.


